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About the Project

Al4T is an Erasmus+ project. As it is a Key Action 3 project, it includes and is piloted by
ministries. Al4T is based on the analysis that Al and education are not just topics for industry.
The education system should be prepared to identify how best to make use of Al in the
classroom, reassure teachers, make them responsible users and start an effective teacher-
training program.

A much longer and more complete presentation of the project can be found on the project
webpage. The project has been presented in public through webinars and conferences, and we

usually put forward the following objectives:

e To build courseware to train teachers how to use Al in an educational setting;
e To use this courseware in training sessions for teachers in five countries;

e To evaluate and document the quality of the training.

For such an ambition to be feasible, a strong consortium has been built, involving the ministries
of education from all five countries — France, Ireland, Italy, Luxembourg and Slovenia.
Evaluation specialists from all five countries, and academic teams with expertise in artificial

intelligence and education, have been involved.

e Ministries
o Ministére de 'Education nationale, de la Jeunesse et des Sports (F)
o Dublin West Education Centre (IR)
o Ministero dell’ Istruzione (IT)
o Service de Coordination de la Recherche et de 'Innovation pédagogiques et
technologiques (LU)
o Ministrstvo za izobrazevanje, znanost in §port (SL)
e Evaluators
o Conservatoire national des Arts et Métiers (FR)
o Educational Research Centre (IR)
o Istituto Nazionale di Documentazione, per 'Innovazione e la Ricerca
Educativa (IT)
o Université du Luxembourg (LU)
o Pedagoski Institut (SL)
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Preface

Preface to this second edition

Welcome!
October 2022 to October 2023

The first edition of this textbook was published in October 2022. Within days, ChatGPT
appeared, and we entered into twelve months of Al madness. Every week, new products were
launched and improvements to language models and their applications were announced. More
importantly, education seemed to suddenly become a benchmark for generative Als. Teachers
and institutions reacted rapidly, acknowledging the arrival of a new tool and incorporating it
into the education toolbox — or prohibiting it because of the menace it was felt to convey. There
were discussions in the press but also in international organisations; petitions and open letters
were signed. The impact on the jobs market was measured, and some companies have already
started to replace their workers with Al

For the authors of this book, all of this resulted in a key question, a challenge, and an
opportunity.

The question was the one any author of a technology-linked book is afraid of. Is the book
obsolete? This could be the shortest lifespan of any book — just a question of days. The challenge
was to aim to include the novelties resulting from the ChatGPT tsunami into a second edition.
And the opportunity was to share the book in the best possible moment, when it was probably

most needed.

The question - does Generative AI’s importance mean that the rest of
AT is now unnecessary?

The question makes sense. ChatGPT has been adopted by many because it is so easy to use.
Some generative Al experts of 2023 knew little about Al in 2022. It is therefore tempting to
believe that generative Als are built on thin air and can be understood — if that is the goal —
by reading only what has been published in the past year. So, is it still necessary to understand
machine learning and the different tools developed by Al techs over the past 7o years?

We believe the answer is “yes”. Even if a spectacular step, generative Al builds on

technologies and ideas that have been shared for decades. Understanding data, bias,
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unsupervised learning, personalisation and ethics is still key to what a teacher should know

before using Al in the classroom.
The Challenge

The challenge is to write about a fast-moving technology in a way that would satisfy a teacher
who, understandably, wants to work from non-ephemeral knowledge, to build their teaching
from concepts and technologies which will be resistant to time. One example is the notion of
“hallucination” which has changed so much over the past twelve months and which is going to

be crucial to how teachers will adopt generative Als.

The Opportunity

The opportunity follows the urgency with which all stakeholders are today examining the
question of artificial intelligence and education. Whereas in 2020, when the Al4T project was
launched, the difficulty was going to be in recruiting enough teachers to learn about Al for the
experimental results of the project to be valid. In 2023, this has become a question of the highest

priority in all countries.

What is new in this second edition?

We obviously had to take into account the arrival of ChatGPT (and later of alternative Als).
And a whole section (7) is now devoted to understanding the phenomenon; it is starting to
propose how a teacher should take advantage of these technologies.

For the more technical aspects, we have chosen to highlight images over text. There are
therefore many new illustrations in this version. We have also added 15 short videos which will

—we hope — help to understand important concepts.

The open and multilingual challenge

This is an open textbook which means that a Creative Commons (CC) licence has been used.
All images, videos and extra material have been scrutinised in order to be openly shared. This
means anyone can take the material, or part thereof, and reuse it as they wish. They can also
make modifications. There are different export formats available, and the authors can probably
share in any way which ensures that this is a sustainable textbook. It can live on with future
versions and new projects.

As is customary, the only obligation is that of citation of the authors of the book or of specific
chapters, where relevant.

One particular modification — translation — has been anticipated with as much care as
possible. We are already translating the original English version into French, Slovene, Italian
and German. Furthermore, new projects are emerging to translate the textbook into other

languages. We believe Al can help with the translation process, but human correction is

needed.
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Please contact us to build a partnership if you want the book translated to your language!

What were we saying one year ago?

Let’s start with what you already know: Al is everywhere and education is not an exception. For
some, the future is bright and the coming technologies will help make education available to all;
it might even help when there are not enough teachers. It will permit the teacher to spend more
time on the ‘noble’ tasks while the machine will take over the ‘boring’ ones, such as grading,
organising the classroom.

For others, these Al algorithms represent a huge danger, and the billions of dollars the
industry is prepared to invest prove that education is now viewed as a market. But it is not a
market.

Somewhere in the middle, between these rather different positions, are researchers,
educators and policy makers who are aware of a number of things: artificial intelligence is here
to stay and will be in the classroom if it is not there already. And no minister — let alone a teacher
— will be able to stop this. So, given this fact, how can the teacher harness the beast and use
artificial intelligence for the better? How can the teacher make the Al work for the classroom
and not the inverse?

The purpose of this textbook is to support the teacher in doing this. It has been built in the
context of the Erasmus+ project Al4T. Teams from Ireland, Luxembourg, Italy, Slovenia and
France have worked together to propose learning resources for teachers to be able to learn about
Al — specifically Al for education. The learning material and a presentation of the project and
its results can be found on Al4T’s webpage (https://www.aigt.eu/).

Training teachers is an essential task for all ministries involved. The objectives are the

following:

1. Making teachers aware of why such training is good. It can’t be an imposed decision; it
has to be shared.

2. Introducing Al: from our experience of many conferences and workshops, there are
participants who have explored, read and digested the topic. However, the vast majority
have not.

3. Explaining how Al works in the classroom. What are the mechanisms? What are the
key ideas?

4. Using Al in educative tasks.

5. Analysing what is happening in the field and being active of future changes.

We hope the textbook will be able to help you with most of these questions. We analyse
the current situation and link Al with the experience of the teachers. By so doing, we hope
to encourage them to remain interested in these questions. Undoubtedly there will be new
challenges, mistakes will be made, and there could be strong opposition and controversies. We

have sections called ‘Al Speak’ in which we try to explain how and why the algorithms work.
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Our goal is to inform teachers who can then fully participate in the debates and discussions on
education and artificial intelligence. Some reasons for preparing this material can be found in
the video prepared by Al4T.

We believe in the following:

e Some Al literacy is necessary. Let’s explain this, as it is often argued that ‘you don’t
need to know how engines work in order to drive a car’. This is not entirely true: most of
us don’t know how engines work but accept there is science and technology involved.
We accept this because in school we received lessons in basic physics and technology.
In the same way, we wouldn’t be satisfied with a book telling us not to smoke, based
on statistical arguments about the number of smoking-related early deaths. Again, we
are able to understand why smoking is harmful because at some point a teacher has
explained to us how the respiratory system works, what lungs are, etc. Today, with
Al making a huge impact on society, we believe that the same applies — finding out
about the effects of Al is insufficient. Teachers need to have an understanding of how
it works. The goal is not to make each person a biologist or a physicist — the goal is to
make us understand the principles and ideas.

e Teachers are extraordinary learners. They will be critical when something is not
explained the right way, and will engage more. They want to understand. This
textbook is for people who are prepared to go the extra mile, who will not be satisfied
until they do understand.

e Next, Al has to be used in a safe environment — computers or devices will be connected
to the web and applications will run on the cloud. A huge security issue exists here,
and a teacher needs reassurance that the working environment is safe for all. Computer
security is a highly complex question; a teacher will not be able to check the software’s
safety specifications. A trusted source will need to do this.

e Alcan help, provided it is used in a well-defined and controlled learning environment,
for a task which the teacher has identified as important. For obvious economic reasons,
the industry will push products on the teachers, ostensibly to help them solve a
sometimes-unimportant task. But if it is considered ‘cool’, and is pushed by the seller, it
could end up being seen as important. A good teacher should be aware of this. In this
textbook, we introduce elements for the teacher to identify such products or situations.

e When preparing this courseware, we did have a serious problem. The idea was to use
Al software which we could recommend to the teachers, so that they would rapidly be
able to use them in the classroom. Unfortunately, this is not the case: a lot of software
is still immature, there are a lot of ethical concerns and in most cases the different
ministries and governments have not approved lists of software. We have therefore
chosen a different approach: we will be mentioning We had a problem when preparing
this courseware. The idea was to use Al software which we could then recommend

to teachers, for use in the classroom immediately. Unfortunately, this is not what
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happened. Much software is still immature and have ethical concerns. In most cases,
the various ministries and governments have not approved specific software. Because
of this, we will be mentioning software in the textbook. This is because we believe
it explains a particular point of Al in education. However, we do not endorse any
particular software. It is expected that soon international agencies, such as Unesco,
UNICEF or the Council of Europe, will come up with specific software

recommendations.

We would like to thank the many contributors who have helped compile this textbook.

First and foremost, we have benefited from reading Wayne Holmes’ works and enjoyed many
hours of discussions with him.

Discussions also took place within the Al4T consortium. Workshops were organised in order
to get the topics to emerge.

Teachers themselves have been an essential source of information — through seminars and
webinars we exchanged ideas with them, and they let us know which were confusing and/or
wrong.

Many gave valuable opinions, proofread documents and suggested links and texts. Some
added chapters to this work:

o Manuel Gentile helped us in a number of chapters and showed great skill in
making accessible the most obscure aspects of Alj

o Fabrizio Falchi and Giuseppe Citta were great collaborators who have helped
us understand a variety of Al questions;

o Azim Roussanaly, Anne Boyer and Jiajun Pan were kind enough to write the
chapter on Learning analytics;

o Wayne Holmes wrote a chapter on agency. This is an important topic when
discussing the ethical implications of Al;

o Michael Halissy and John Hurley explored the issues of homework and
assessment with the arrival of Generative Als;

o Bastien Masse is today an expert in mastering the prompt; he has shared his
skills here;

o Blaz Zupan introduced the Orange software, which his team has been

developing, in order to make use of machine learning.

We are also very much indebted to those who coordinated the translated of this textbook
into French, Italian, German and Slovene. Our special thanks go to Solenn, Manuel, Daniela

and Helena.

La Plaine sur Mer, 26/11/2023

Colin de la Higuera
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PART T

WHY LEARN ABOUT AI

Have you ever asked yourself,
How can artificial intelligence impact learning and teaching in my classroom?
Can it help me do what [ want to do with my students?
How can it change the dynamics and interactions I have with my students?
How do I even know when it is being used correctly or incorrectly?

And, what should I be aware of if [ want to put it to good use?

Read on...

11
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1.

Technology, Change and You

In 1922, Thomas Edison declared that the motion picture would revolutionise education. He believed it would

replace all textbooks'.

Yet, the teacher’s use of film has been limited. The

photographic slide projector was adopted by many

HoLo3roHd

teachers, from the 1950s up to the late 19gos.

Unlike when using film, teachers could:

¢ prepare their own slides cheaply

¢ use the projector like the blackboard — a tool KODAK

that does not change their way of teaching CAROUSEL
7/60H

e reuse the slides, re-order them and refine

them?”. Projector

= Whisper-quiet operation
= Remote control/forward

If there was a new technology that could help you, s

i St A
™ UL listed, CSA approved

= Many additional features

I. what features would you look for?
2. would you change your teaching practice to use it?

o 0 ?
3' would you be afrald Of belng fOT’CQd Lo Change' MADE IN U.S.A. BY EASTMAN KODAK COMPANY/ROCHESTER, N.Y. 14650/TM. REG. PAT. OFF.

“Carousel '77” by Voxphoto is licenced under CC BY-NC-ND 2.0.

To view a copy of this licence, visit https://creativecommons.org/

Artificial intelligence and you

licenses/by-nd-nc/2.0/jp/ref=openverse.

As a teacher, every day you deal with changes

brought about by technology. Its applications change the world in which you teach, as well as
the students in your care. Eventually, they change what you teach about — the content, skills and
context. They can also change your teaching methods.

This textbook deals with how artificial intelligence (Al) can change the way you teach.

Why AI? Where it is effective, the speed and amplitude of the change Al brings can be
destabilising. And what cannot be done by a machine that claims to be intelligent? Could

13
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it outperform you as a teacher? Could it replace you in the classroom? Several important

questions need to be answered.

Today’s artificial intelligence applications are
built for one specific task and one type of user —
for example, software that can translate what
you write cannot predict stock prices.

As for the task itself, yes, Al can perform
some tasks better than humans. But even a child
can beat the best Al in many others. Al has a
long way to go before being able to supplant a
human in a rich cognitive, social and cultural

activity such as teaching. But it can help by

adding to what a teacher is capable of doing.

3

“Diary of a teaching machine” by [ Ed ] is licenced
Experts speak of “An Augmented Human‘,

under CC BY-NC-SA 2.0. To view a copy of this
licence, visit https://creativecommons.org/licenses/
by-nc-sa/2.0/ref=openverse. Teacher”.

Where Al can help in education, pedagogical

which, in our case, would be “An Augmented

experts stress that the teacher should always be in the loop, overseeing what it does. Effective
Al solutions in the classroom are those that empower the teacher. When the teacher knows
what the student is learning, the gains are significant®.

The goal of this textbook is to give teachers the knowledge necessary for deciding if, where
and how Al can help you. We hope to help you prepare yourself for the future, taking in your
stride the changes brought by Al

See what BBC’s Will a robot take your job quiz has to say about the future of different jobs in the UK. It says

your job is safer from automation if you have to negotiate, help and assist others, or come up with original ideas as

part of work. For “secondary education teaching professional”, it pegs likelihood of automation at 1%.

' Cuban, L., Teachers and machines: The classroom use of technology since 1920, Teacher College
Press, 1986.

?Lee, M., Winzenried, A., The use of Instructional Technology in Schools, Lessons to be learned, Acer
Press, 2009.

3Holmes, W., Bialik, M., Fadel, C., Artificial Intelligence In Education: Promises and Implications
for Teaching and Learning, 2019.

4 Groft, ]., Personalized Learning: The state of the field and future directions, Centre for curriculum

redesign, 2017.

14
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Re

Al is Everywhere

Artificial Intelligence: an intuitive understanding

a One or more interactive elements has been excluded from this version of the text. You can view

them online here: https://pressbooks.pub/aiforteachers/?p=6o#oembed-1

You could open a textbook of artificial intelligence or do a quick search on the internet, and
you'll see that definitions of Al vary. There is no good way to tell what Al is, where it is used
and what role it plays. It could be a complex stand-alone system like a robot or an autonomous
car. It could be just a few lines of code inside another piece of software, playing a small role.
Artificial intelligence involves a collection of programs that do a diverse set of tasks.
Mathematically and algorithmically, the lines blur — there is no clear indication of where Al

starts and other technologies stop.

15



COLIN DE LA HIGUERA AND JOTSNA IYER

Furthermore, many experts disagree with the
use of the word ‘intelligence’ - artificial
intelligence has no resemblance to human
intelligence! Yet, the word suggests to us what
these programs are meant to achieve — the thread
that connects them.

Ultimately, Al systems are machine based.
They make predictions, recommendations or

decisions by

» perceiving real or virtual environments
(using items such as microphones or
cameras),

* simplifying data and analysing it,

 using that analysis to make a decision or

prediction”.
When you come across a system that:

* recognizes what you have written or
what you are saying (translation
software, text recognition, face
recognition, personal assistants,

chatbox); or,

DEFINITIONS OF AITHAT USE
"INTELLIGENCE", “MIND"
OR "THINKING®

¢ “The exciting new effort to make

computers think..[as] machines
with minds, in the full and literal
sense.” (Haugeland 1985)

“The art of creating machines that
perform functions that require
intelligence when performed by
people.” (Kurzweil 1990)

“The study of how to make
computers do things which, at the
moment, people are better.” (Rich
and Knight 1991)

e “Making machines intelligent;

intelligence is that quality that
enables an entity to function
appropriately and with foresight in
its environment.” (Nils Nilsson)

» seems to know you better the longer you use it (Youtube video recommendation, news

recommendation, Amazon item recommendation, Facebook suggested friends,

targeted ads) ; or,

e is capable of predicting an outcome, given incomplete and fast-changing information

(fastest route to go somewhere, stock prices in the near future),

...Al is probably involved.

16
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Object ID: " 'i Ac

Human

RALINTERACT o,
%’} 1
L‘.‘i; X

WY

W

o 3- LEARNING
°m,
Plters can learn 0™

Five big ideas in Al Credit: Al4Ki2 Initiative. Licenced
under CC BY-NC-SA 4.0. Visit

https://creativecommons.org/licenses/by-nc-sa/4.0/

The AI around us

Atrtificial Intelligence has become the technology that gives its user the edge that’s required to

succeed.
Almost every field uses Al in one form or the other:

From business to research, many fields use language apps to transcribe speech on the
fly and obtain translation of impressive quality.

Medicine profits from image analysis and Al-based decision-support tools.

In agriculture, Al driven systems help optimize the use of available resources.

Every day there’s newsabout Al breakthroughs in games, art, industry and

commerce.

At school, choosing courseware, adapting to individual learners, assessing them in a
productive way and managing logistics, are all “intelligent” activities. According to the
definition(s), Al-based software should ideally be able to help with pursuits such as these.

Make a list of five technologies you or your students have used in the past two years. How many of them,

according to you, contain Al?

Alan Turing is considered by many as the father of computer science. Many of the new ideas in

17
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Al today were actually also introduced by Alan Turing, before the term ‘Artificial Intelligence’

was invented!

@ One or more interactive elements has been excluded from this version of the text. You can view

them online here: https://pressbooks.pub/aiforteachers/?p=6o#oembed-2

'The OECD Al Principles, 2019.
? Artificial Intelligence in Healthcare, Wikipedia.

18
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Se

Al Already in Education

Both teachers and students, knowingly or unknowingly, for good or
bad, are already using AI inside and out of the classroom: How?

Further into this book, we will look at the artificial intelligence tools available for education.
But many of the most useful applications have yet to enter the classroom. The Educational
technology industry, big digital corporations and university research labs are all developing
tools to help the teacher teach and the learner learn. More and more, corporates specialising
in Al are making huge investments in education. Tools, both approved and unapproved by the
concerned authority, but available freely, are used by teachers and students.

Whether made with education in mind or not, many of these tools may be used in the
classroom. It’s necessary to be aware of their benefits and potential problems .

One of the free applications for mathematics available during the writing of this text is
Photomath. (For language teachers, a similar example might be a language learning app as

Duolingo or writing software that uses GPT3.)

a One or more interactive elements has been excluded from this version of the text. You can view

them online here: https://pressbooks.pub/aiforteachers/?p=71#0embed-1

Often, while researching the use of a software, we have videos that have been published by the manufacturer.

Even third-party reviews might or might not be affiliated.
How to separate the truth from oversell?
Is the application really as useful as the video claims it to be?
Is there difficulty in using its features?

What are some potential problems that could come with using this?

19
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. Photomath is a mathematical solver. It takes a mathematical

Click here to read about equation and solves it. Teachers have been contending with
calculators, as a tool for teaching as well as cheating.
What makes Photomath so powerful is the ease of use — just click a

Optical Character
Recognition picture of the blackboard or notebook. The Al in Photomath scans

the photo and solves the problem directly.

Let’s say a calculator gives you an answer of 42. Teachers may allow
their use to check the result, but the students must arrive at the solution by themselves. Solvers
such as these show multiple ways to solve and visualise a problem, although this part is much
less technically demanding for the programmer

Other applications found in today’s classrooms:

* Search engines

e Spell check and grammar correction which is built into most writing software
* Online translators

e Language learning apps

* Math solvers like Photomath, Geogebra and Wolfram

e Personal assistants.

e Chatbots

* Intelligent tutoring systems

e Al-powered learning management systems

Reflection

There is another software called Checkmath which is similar to Photomath. Take a look at their respective web

sites. If you have to choose one, which one would you go for? Why?

Is using AI cheating: What are the teachers’ reactions?

Here are some teacher’s reactions to pupils’ use of Al:

@ One or more interactive elements has been excluded from this version of the text. You can view

them online here: https://pressbooks.pub/aiforteachers/?p=71#0embed-2
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How AI Can Help You

When it comes to technology, there are two extremes to watch out for:

e Under-utilisation of technology due to fear and ignorance

* Indiscriminate use that might lead to undesirable secondary effects

For example, excessive use of mobile phones can be harmful. Some societies avoid mobile
phones entirely. However, most people don’t overuse them. Prudent use of mobile technology
has, in fact, saved lives.

In order to avoid succumbing to the first example above, it would be helpful to have
knowledge of important educational applications. We will take a closer look at each of these in

the upcoming chapters. Here are some examples.

AT tools for managing learning

Artificial intelligence dashboards, other data
visualisation tools and learning management
systems bring all the available information
together. These help to monitor student
performance over multiple subjects or track
progress on any topic in classrooms of any size.

Al applications can flag potential problems,

such as absenteeism and behaviour common to

dropouts. All the data thus gathered can serve as

self-assessment for the teacher by showing

where the lessons are effective and where a
“Diary of a teaching machine” by [ Ed ] is licenced

under CC BY-NC-SA 2.0. To view a copy of this
licence, visit https://creativecommons.org/licenses/
by-nc-sa/2.0/ ref=openverse. optimisation tasks. But the most important

change of approach is required.

Al is suitable for scheduling and resource-

application is that which deals with inclusion

and integration of the differently abled. Human-machine interface has never been as seamless
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as it is now, making multimedia input and output a real possibility. For example, the

app Storysign helps translate words to sign language to help deaf children learn to read.

AT tools for personalising learning

"Currently, we are failing to meet the needs of all learners.
The gap between those who achieve the most and those
who achieve the least is a challenge that teachers, school
leaders, administrators, and government officials face
every day, in every country.”

LUCKIN,R., HOLMES, W., GRIFFITHS, M., FORCIER,L., INTELLIGENCE
UNLEASHED: AN ARGUMENT FOR Al IN EDUCATION, PEARSON
EDUCATION, LONDON, 2016

. Adaptive learning systems
(ALSs) evaluate the learner, be it through quizzes or real-time feedback. Based on this
evaluation, they present the student with a predefined learning path. Instead of a one-
size-fits-all approach, students can spend more or less time on each topic, explore new
and related topics. This adaptive software can help them learn to read, write,
pronounce and solve problems.

e ALSs can also help learners with special needs. Any specialisation of the systems will
be based on proven theories and expert opinion. Targeted systems “are likely to be of
great assistance in teaching individuals with cognitive disabilities such as Down
Syndrome, traumatic brain injury, or dementia, as well as for less severe cognitive
conditions such as dyslexia, attention deficit disorder and dyscalculia™.

» Different groups can be formed for different activities (‘clustering’), taking into

account the individual strengths and weaknesses of each member.

While these technologies can help, “the devil is in the detail of how you actually use the
technology”?. The same innovative and powerful learning technology can be used effectively in
one school — and badly in another”.

Again, knowledge is the key!

" Alkhatlan, A., Kalita, J.K., Intelligent Tutoring Systems: A Comprehensive Historical Survey with
Recent Developments, International Journal of Computer Applications 181(43):1-20, March
2019.

2 Groft, J., Personalized Learning: The state of the field and future directions, Centre for curriculum

redesign, 2017.
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Why not just do AI - Part 1

The second extreme position when it comes to Al is the indiscriminate use or misuse of the
technology. Artificial intelligence works differently from human intelligence. Whether due to
the nature of the situation, its design or the data, Al systems can work differently from what is
expected.

For example, an application developed using a set of data for one purpose will not work as
well on other data for another purpose. It pays to know the limitations of artificial intelligence

and correct for it; it is good to not just do Al but learn about its advantages and limitations.

Perpetuation of Stereotypes

Google Translate learns how to translate from the internet. Its ‘data miners’ scout the public
web for data from which to learn. Along with language, Al learns that the number of male
mechanics are more than that of female mechanics, and that the number of female nurses
eclipses that of male nurses. It cannot differentiate between what is ‘true’ and what is a result of
stereotyping and other prejudices. Thus, Google Translate ends up propagating what it learns,

cementing stereotypes further":

R3
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= Google Translate

X Text B Documents. @ Websites
FRENCH - DETECTED ENGLISH SPANISH FRENCH v Yig ENGLISH SPANISH ARABIC v
La mécanicienne a réparé ma voiture. X The mechanic fixed my car. *
Linfirmier a soigné la malade\ The nurse cared for the patient
) 67/ 5000 L D) I_|:| bl; <
DETECT LANGUAGE ENGLISH SPANISH FRENCH v & FRENCH ENGLISH SPANISH v
The mechanic fixed my car. X Le mécanicien a réparé ma voiture. x4
The nurse cared for the patient\ Linfirmiére soignait le patient
[UB D) 58/ 5000 - H FD bq <

“Female mechanic” and “male nurse” when translated to English and then back to French become “Male mechanic”
and “female nurse”. Example inspired by Barocas, S., Hardt, M., Narayanan, A., Fairness and machine learning

Limitations and Opportunities, MIT Press, 2023.

Problems creep up in Al whenever an individual case differs from the majority case (whether
this represents faithfully the majority in the real world or just the majority as represented by
the internet). In classrooms, the teacher has to compensate for the system’s lapses and, where

necessary, direct student’s attention to the alternative text.

Explore

Can you hunt for a stereotype in Google Translate? Play with translating to and from different languages. By
clicking on the two arrows between the boxes, you can invert what is being translated (This is what we did for the

example shown above).

Languages such as Turkish have the same word for ‘he’ and ‘she’. Many stereotypes come to light when translating]

from to Turkish and back. Note that many languages have a male bias — an unknown person is assumed to be male. This

is not the bias of the application. What is shocking in our example above is that the male nurse is changed into female.

J
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Multiple Accuracy measures

“Al systems will have great difficulties in dealing
with people who are creative, innovative, and not
only average representations of vast collections of
historical examples.”

THE IMPACT OF ARTIFICIAL INTELLIGENCE ON LEARNING,
TEACHING, AND EDUCATION, JRC SCIENCE FOR POLICY REPORT

AT FOR TEACHERS

Al systems make predictions on what a
student should study next, whether he or she
has understood a topic, what group split-up
is good for a class or when a student is at risk
of dropping out. Often, these predictions
have a percentage tagged to them. This
number tells us how good the system
estimates its predictions to be.

By its nature, predictions can be
erroneous. In many applications, it is

acceptable to have this error. In some cases,

it is not. Moreover, the way this error is calculated is not fixed. There are different measures,

and the programmer chooses what he or she thinks is the most relevant. Often, accuracy

changes according to the input itself.

Since in a classroom, these systems make predictions on children, it is for the teacher to judge

what is acceptable and to act where a decision taken by Al is not appropriate. To do this, a little

background on Al techniques and the common errors associated with them will go a long way.

'Barocas, S., Hardt, M., Narayanan, A., Fairness and machine learning Limitations and

Opportunities, MIT Press, 2023.
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Why not just do AL - Part 2

Data and Privacy

All businesses use data to improve their
balance sheets. They use data to decide what

to sell, who to sell it to, what price to fix and
“Data is becoming the new raw material of

o how to tailor their advertisements. It is the
business

machine-learning algorithms that make sense

CRAIG MUNDIE of data. Therefore, the winner is whoever has
US :ITIS ALSO THE NEW EXHAUST OF BUSINESS
the better data and algorithms. Data is the
new gold — and the new Achilles heel.
Does data here mean just personal addresses and bank accounts?
What about the number of mouse clicks a user makes while visiting a web site?
As stewards of their own data and that of their students, it is imperative that teachers know

what kind of Al data is useful, what forms do they take and how can users’ privacy be protected.

AT and the business of education

“EdTech” is the industry that makes technological applications for education — including those
using artificial intelligence. These can be small companies or start-ups. They can be internet
giants that are starting to pump money into education. They can also be entities with public
funding.

Some EdTech software has to be bought. The rest is free, with income from other sources —
often targeted ads and reselling of user data. Whatever financial model is used in EdTech Al,
money can be made.

What does this mean for you and your students? Is there such a thing as a free lunch? How do

we secure our classrooms while enjoying the fruits of a greedy industry?

Tool creation and you

Education does not have to change in order to accommodate technology. “Learning

environments that start with technology often go down unwanted paths”*. Any tool should be
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based on sound pedagogical theories. Furthermore, to be most effective, it should be co-created
in teams involving teachers, pedagogical experts and computer scientists®.

So, ready to start?

' Groft, J., Personalized Learning : The state of the field and future directions, Centre for curriculum
redesign, 2017.

?Du Boulay, B., Poulovasillis, A., Holmes, W., and Mavrikis, M., Artificial Intelligence And Big
Data Technologies To Close The Achievement Gap, 2018.
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PART IT

FINDING INFORMATION

In June 1993, there were 130 websites. By the start of 1996, there were 100,000. Various estimates
peg the number at 1.7 billion, as of 2022.

This explosion would hardly be meaningful without the power to find exactly the
information we want. Search engines excel in helping us do just this.

They read our hastily typed, often misspelled queries, and pull out text, images, videos and
all sorts of relevant content.

How does this quick access to information help education?

How can it aid student led learning — where students build their knowledge through constructive
activities?

How to make the most of this technology while avoiding its drawbacks?
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Search Engines Part 1

Activity

Pick a search engine from the list below:

Bing OneSearch
Brave Qwant
DuckDuckGo Spotlight
Ecosia Startpage
Google Swisscows

MetaGer Yahoo!

1. Are the search results as good as other engines you use regularly?

2. What are the search engine’s sources? Is it dependent on other Du CkD uc kG O
search engines for its results?

3. Read the About us and Privacy Policy or Terms of Use pages.

4. According to these pages, what does the company do with your “duckduckgo [Www.Etoile.App]” by

data? Can you change the default privacy settings? eXploration Etoile is marked with Public

domain mark r.o. To view the terms, visit

Once done, please have a look here for a brief description of each engine.  https://creativecommons.org/publicdomain/

mark/1.0/?ref=openverse.

A search engine is the Al in your pocket. It is the most sophisticated use of Artificial

Intelligence that most of us use regularly. The success of search engines is due to

The explosion of content on the world wide web;

A search engine’s capacity to make sense of this content and tag it for future searches

(Indexing);

Its capability to understand* what you are asking’;

Its ability to show the most relevant content first (ranking).

Al algorithms power the three last factors.
Search engines — Knowledge Engines as some call them — have been successful in creating the

illusion that everything in the world is on the web and that everything on the web is searchable®.
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This ready-to-serve knowledge, knowing and method of extending memory is transforming

learning.

Search engines as learning and teaching tools

There are at least three ways in which search engines can help teachers and learners:

e Making it easy to find and verify information for use in lessons and tests. In this
context, the meaning of information has undergone a big change in the last decade. As
well as texts, audio, video, animation and even pieces of code are now easily accessible.
So are search forums and digital repositories.

* Relieving the need for the teacher to be the sole source of knowledge. Teachers are
now free to help hone skills, incite enquiry and resolve conflicts and doubts, if they so
choose.

* Enabling students to do exploratory and project-based learning by opening up access
to information. Students can access, sequence and derive their own meaning from
information. This leads to learning that lasts and can be transferred to real-life

situations’.

However, exploratory learning or any other kind of student led learning does not come easily.
Students need help and scaffolding for many skills that go with searching for and putting

together their own information sources’.

What to ask and how to ask it

MO eed hel
§ Ue

coming up with what fo ask
how to ask it

how to find relevant and credible

sources

how to analyse what they found
how to put fogether all this

information
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Various studies in Europe and further afield show that students struggle to search the web
efficiently and effectively’. They often get frustrated when their search turns up nothing or
do not know how to assess the relevance of search outcomes*. Younger children seem to have
four distinct difficulties in searching for information on computers: creating search queries,
selecting an appropriate website from a search list, spelling search terms correctly and
understanding the language used in search results’.

Knowing some searching techniques will go a long way in helping both you and your

students use this incredible resource.

Optimising Search

1. In asearch engine of your choice, type search and look at the results. Compare them with the results
of how to search or search tips. Now search for: how artificial intelligence is used in search engines?

2. Compare the results of baked cheese recipes and “baked cheese” recipes. How can you know that searching

for “East German” stories is better than East German stories without going beyond the first page of search

results?

Is Eat, Pray, Love the same as eat pray love?

Try planet near jupiter. Find a restaurant close to the Eiffel Tower.

What does artificial intelligence “machine learning” do?

SR

What is the difference between the search queries “tom cruise” AND “john oliver” , and, “tom cruise” OR
“john oliver”

Compare the results of university of California and university of * California. What does * do?

N

8. Try courses site bbc.com and courses site:bbc.com. Find courses in all websites that have a .edu web
address(URL).
9. Add filetype:pdf to any search query to learn its use.

You can find some pointers here

@ One or more interactive elements has been excluded from this version of the text. You can view

them online here: https://pressbooks.pub/aiforteachers/?p=124#0embed-1

Apart from practising good search techniques, it is always worthwhile to scroll down search
results and check out pages beyond the first page. Search engines differ on how they rank
results. The top results may not be based only on your search query and user activity. And not
everyone knows how to write web pages that are optimised to show up in the top results.

To end our discussion here, please have a look at search settings, whatever search engine you
like to use. They allow you to adjust how search results are shown and whether to set controls

suitable for children, among other things.
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Searching in pairs

Even after learning optimisation techniques, students may still have problems coining effective
search terms and analysing the results. There is some evidence that searching in pairs or in
groups of three can help. Discussing every step of an exercise can help students find better
search strategies, correct the results and weigh what to do with the obtained information.
Pairs may also be better at locating and judging information within sites when compared to

individuals®.

* make sense of, understand, intelligent and other words are used in this text to describe the action
of machines. It is important to bear in mind that machine based applications cannot make sense

of or understand something in the same way humans do.

'Russell, D., What Do You Need to Know to Use a Search Engine? Why We Still Need to Teach
Research Skills, Al Magazine, 36(4), 2015

% Hillis, K., Petit, M., Jarrett, K., Google and the culture of search, Routledge, 2013.

3Marion Walton, M., Archer, A., The Web and information literacy: scaffolding the use of web
sources in a project-based curriculum, British Journal of Educational Technology, Vol 35 No 2,
2004.

4Lazonder, A., Do two heads search better than one? Effects of student collaboration on web search
behaviour and search outcomes, British Journal of Educational Technology, Vol 36 Issue 3, 2005.

3 Vanderschantz, N., Hinze, A., Cunningham, S., “Sometimes the internet reads the question
wrong”: Children’s search strategies & difficulties, Proceedings of the American Society for

Information Science and Technology, Vol 51, Issue 1, 2014.
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8.

Search Engines Part 2

Authenticity and Relevance

We have been taught to have confidence in books. Publishers, librarians, professors and
subject-matter specialists act as gatekeepers to printed resources. They make sure the resource
is authentic and of good quality. How to find, and make sure the students find, appropriate

. 1,2
sources when it comes to the web"*?

35



COLIN DE LA HIGUERA AND JOTSNA IYER

Even printed material from good sources
have been proven to be full of errors and
biases. Perhaps nurturing the culture of

critical evaluation would reap benefits

beyond choosing good online sources®.

Digital Repositories

MIT OpenCourseWare | Free Online Course Materials

MITOPENCOURSEWARE

MASSACHUSETTS INSTITUTE OF TECHNOLOGY'

@A Couses v About v Donate v  Featured Sites v

1A A
A\

\

(
\

OCW Scholar Cotirdes ()

Enhanced OCW content designed speciﬂcaHyu
for the needs of independent learners.

0L "{;/” ;E: \\N‘I(W) "

FEATURED COURSES » View All Courses

ol
. £¥

“MIT Open Courseware” by stevegarfield is licenced
under CC BY-NC-SA 2.0. To view a copy of this

licence, visit https://creativecommons.org/licenses/

OCW makes the materials used in the
teaching of MIT's subjects available on the
Web.

by-nc-sa/2.0/lref=openverse.
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° wrote this® What are their
?

* What are their ? How do they

impact what they write?
® What is the

? Is this one of a series,
a chapter in a book or content in a journal?

e Who is the ?

e Which is it published in? Are there
any spelling errors in the site address?

e Does the site address have edu(educational
institution) or govigovernment) or
gouvfr(french government) or
gouvernement |u(luxembourg) in i+e

. is it based? Does this change how
relevant it is to my subjecte?

* Have sources been cited clearly? Are there

logical errors?

One good way to ensure content stays
authentic is to use digital collections from
known and trusted sources. These can vary from
school-level to global resources. Over the past
two decades, the number of digital libraries has
increased dramatically, allowing educators to
access and use documents such as data sets,
maps and images®.

To find information, you can use either search
inside the corresponding web site or using site:
keyword in a search engine.

Even Google has specific search engines for

— public datasets, where governments, public
institutions, and large corporations make their

collected data available for the public. It is all
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public information collected from studies, surveys, and censuses®.

— research articles, where millions of papers and books, both open access and fee based, are

indexed and ready for search.

Open courseware from universities, Khan Academy and online encyclopedias are all popular

sources of information.

Volatile content

Search engines are constantly testing new algorithms. Mobile
search differs from desktop search since it tends to favour results that
4

are tied to current location®.

Every day, new content is indexed, while old content is indexed in Read about searching
a different way. New data is created from old data by re-analysing dos  wels or  opwm

I . . . educational  resources
content'. Copyrights and licences change. Laws concerning data N
ere

change too, chronologically and in terms of location. For example,

within the European Union, due to GDPR, search engines continue
to list content to which index has been removed. Even maps change, depending on where they
are accessed from. Language and its usage changes. Both the use of medical categories and their
interpretation vary from country to country".

Not to forget that search results are ranked according to the history of user activity, their
personal information and privacy settings. Thus all of us have access to different content and
might not even be able to find the same content twice. All these differences have to be taken

into account while setting and grading educational activities.

Other challenges

Search engines bring in other changes too. Knowledge is easily available. We don’t have to
know facts any more. Instead, we try to remember where and how to find it". Programmers cut
and paste snippets of code. Engineers run simulators. There are forums for both homework
questions and teacher complaints. Skill is becoming more important than knowledge and
memory. Even our views on ethics and morality change — how do we explain plagiarism to the

copy-and-paste generation?

'Russell, D., What Do You Need to Know to Use a Search Engine? Why We Still Need to Teach
Research Skills, Al Magazine, 36(4), 2015.

*Marion Walton, M., Archer, A., The Web and information literacy: scaffolding the use of web
sources in a project-based curriculum, British Journal of Educational Technology, Vol 35 No 2,
2004.

3Land, S., Hannafin, M. J., & Oliver, K. Student-Centered Learning Environments: Foundations,
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Assumptions and Design. In Jonassen, D. H. & Land, S. (Ed.), Theoretical foundations of
learning environments (pp. 3-26), Routledge, 2012.

4Spencer, Stephan. Google Power Search: The Essential Guide to Finding Anything Online With
Google, Koshkonong. Kindle Edition.
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AT Speak: Machine Learning

An algorithm is a fixed sequence of instructions for carrying out a task. It breaks down the task
into easy, confusion-free steps, like a well written recipe.

Programming languages are languages that a computer can follow and execute. They act as a
bridge between what we and a machine can understand. Ultimately, these are switches that go
on and off. For a computer , images, videos, instructions are all 1s (switch is on) and os (switch is
off).

When written in a programming language, an algorithm becomes a program. Applications
are programs written for an end user.

Conventional programs take in data and follow the instructions to give an output. Many
early Al programs were conventional. Since the instructions cannot adapt to the data, these
programs were not very good at things like predicting based on incomplete information and
natural language processing (NLP).

A search engine is powered by both

conventional and  Machine learning

Avti€icial Tateliigence

Analjze and veason to make predictions and

e algorithms. As opposed to conventional

> Machine
Leam’wj

programs, ML algorithms analyse data for

Leavn rom data, without exglicit
progravmmind

patterns and use these patterns or rules to

Oeep

_ make future decisions or predictions. So,
Leaw\mej

Use Avtificial Neural
networks €or
wachine \Qamm3

based on data, good and bad examples, they
find their own recipe.

These algorithms are well suited for
situations with a lot of complexity and missing data. They can also monitor their own
performance and use this feedback to become better.

This is not too different from humans, especially when we see babies learning skills outside
the conventional educational system. Babies observe, repeat, learn, test their learning and
improve. Where necessary, they improvise.

But the similarity between machines and humans is shallow. “Learning” from a human

perspective is different, and way more nuanced and complex than “learning” for the machine.
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@ One or more interactive elements has been excluded from this version of the text. You can view

them online here: https://pressbooks.pub/aiforteachers/?p=172#0embed-1

A classification problem

One common task a ML application is

used to perform is classification — is this a

3 Y
photo of a dog or a cat? Is this student Craly Ef‘{
struggling or will they pass the exam? There . -
are two or more groups, and the application Group B 'gvi,; ‘ ‘\ : A
has to classify new data into one of them. e ==
Let us take the example of a pack of }o‘\;‘ © i which groug?
s

playing cards — group A and group B — v

divided into two piles and following some

. “Playing Card” par aquarianinsight.com/free-readings/ est
pattern. We need to classify a new card, the ying paraq g / gs/

sous licence CC BY-SA 2.0. Pour une copie de la licence,

ace of diamonds, as belonging to either grou
’ gIng g b visitez https://creativecommons.org/licenses/by-sa/

A or group B. 2.0/ ref=openverse.

First, we need to understand how the
groups are split — we need examples. Let us draw four cards from group A and four from group
B. These eight example cases form our training set — data which helps us see the pattern —
“training” us to see the result.

As soon as we are shown the arrangement to the right, most of us would guess that the ace
of diamonds belongs to Group B. We do not need instructions, because the human brain is a
pattern-finding marvel. How would a machine do this?

ML algorithms are built on powerful statistical theories. Different algorithms are based on
different mathematical equations that have to be chosen carefully to fit the task at hand. It is the
job of the programmer to choose the data, analyse what features of the data are relevant to the

particular problem and choose the correct ML algorithm.
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The importance of data

The card-draw above could have gone
wrong in a number of ways. Please refer to
the image. 1 has too few cards, no guess would
be possible. 2 has more cards but all of the
same suit — no way to know where diamonds
would go. If the groups were not of the same
size, 3 could very well mean that number
cards are in group A and picture cards in
group B.

Usually machine learning problems are
more open ended and involve data sets much
bigger than a pack of cards. Training sets
have to be chosen with the help of statistical
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“Playing Card” by aquarianinsight.com/free-readings/ is
licenced under CC BY-SA 2.0. To view a copy of this

licence, visit https://creativecommons.org/licenses/by-sa/

2.0/ref=openverse.

analysis, or else errors creep in. Good data selection is crucial to a good ML application, more

so than other types of programs. Machine learning needs a great number of relevant data. At an

absolute minimum, a basic machine-learning model should contain ten times as many data

oints as the total number of features'. That said, ML is also particularly equipped to handle
p

noisy, messy and contradictory data.

Feature Extraction

When shown Group A and Group B examples above, the first thing you might have noticed

could be the colour of the cards. Then the number or letter and the suit. For an algorithm, all

these features have to be entered specifically. It cannot automatically know what is important to

the problem.

A Machne Leavns
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While selecting the features of interest, programmers have to ask themselves many questions.
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How many features are too few to be useful? How many features are too many? Which features are
relevant for the task? What is the relationship between the chosen features — is one feature dependent on

the other? With the chosen features, is it possible for the output to be accurate?

@ One or more interactive elements has been excluded from this version of the text. You can view

them online here: https://pressbooks.pub/aiforteachers/?p=172#0embed-2

The process

WhenWhen the programmer is creating the application, they take
data, extract features from it, choose an appropriate machine-
Does Data always
have to be labelled? | learning algorithm (mathematical function which defines the
process), and train it using labelled data (in the case where the output

sl is known — like group A or group B) so that the machine understands

the pattern behind the problem.

For a machine, understanding takes the form of a set of numbers —
weights — that it assigns to each feature. With the correct assignment of weights, it can calculate
the probability of a new card being in group A or group B. Typically, during the training stage,
the programmer helps the machine by manually changing some values. This is called tuning the
application.

Once this is done, the program has to be tested before being put to use. For this, the labelled
data that was not used for training would be given to the program. This is called the test data.
The machine’s performance in predicting the output would then be gauged. Once determined
to be satisfactory, the program can be put to use — it is ready to take new data and make a

decision or prediction based on this data.

Tvamn Test Use

Can a model function differently on training and test datasets? How does the number of
features affect performance on both? Watch this video to find out.
The real-time performance is then continuously monitored and improved (feature weights

are adjusted to get better output). Often, real-time performance gives different results than

42



AT FOR TEACHERS

when ML is tested with already available data. Since experimenting with real users is expensive,
takes a lot of effort, and is often risky, algorithms are always tested using historic user data,
which may not be able to assess impact on user behaviour". This is why it is important to do a

comprehensive evaluation of machine learning applications, once in use:

@ One or more interactive elements has been excluded from this version of the text. You can view

them online here: https://pressbooks.pub/aiforteachers/?p=172#0embed-3

Feel like doing some hands on Machine Learning? Try this activity.

'Theobald, O. Machine Learning For Absolute Beginners: A Plain English Introduction (Second
Edition) (Machine Learning From Scratch Book 1) (p. 24). Scatterplot Press. Kindle Edition.
?Konstan, J., Terveen, L., Human-centered recommender systems: Origins, advances, challenges, and

opportunities, Al Magazine, 42(3), 31-42, 2021.
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10.

Al Speak: Search Engine Indexing

A search engine takes keywords (the search query) entered into the search box, and tries to find

the web documents that answer the information. It then displays the information in an easily

accessible form, with the most relevant page at the top. In order to do this, the search engine has

to start by finding documents on the web and tagging them so that they are easy to retrieve. Let

us see in broad strokes what is involved in this process:

Step 1l: Web crawlers find and download documents

/

Z
WEBSITE seedl.com

[

abcd.com/pagel

abcd.com/page2

Idea from “Search engine crawlers” by Seobility, licenced

under CC BY-SA 4.0. To view a copy of this licence, visit

abcd.com/pagel

bcde.com

abcd.com/page2

https://www.seobility.net/en/wiki/

Creative. Commons_License BY-SA 4.0

After a user enters a search query, it is too
late to look at all the content available on the
internet’. The web documents are looked at
beforehand, and their content is broken
down and stored in different slots. Once the
query is available, all that needs to be done is
to match what is in the query with what is in
the slots.

Web crawlers are pieces of code that find
and download documents from the web.
They start with a set of website addresses
(URLs) and look inside them for links to new
web pages. Then, they download and look
inside the new pages for more links. Provided

the starting list was diverse enough, crawlers

end up visiting every site that allows access to them, often multiple times, looking for updates.
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Step 2: The document gets transformed into multiple pieces

The document downloaded by the crawler
might be a clearly structured web page with
its own description of content, author, date,
etc. [t can also be a badly scanned image of an
old library book. Search engines can usually
read a hundred different document types'.
They convert these into html or xml and
store them in tables (called BigTable in the
case of Google).

A table is made up of smaller sections

called tablets in which each row of the tablet

Stoves
web page
data

website |

fl:l

f:lf

S
It ©
9?\\‘\’ nto
tablets

wheve each vow
containS in€o €rom
o€ one web 2092 in
itS columns

is dedicated to one web page. These rows are arranged in some order which is recorded along

with a log for updates. Each column has specific information related to the webpage which can

help with matching the document content to the contents of a future query. The columns

contain:

o The website address which may, by itself, give a good description of the

contents in the page, if it is a home page with representative content or a side

page with associated content;

o Titles, headings and words in bold face that describe important content;

o Metadata of the page. This is information about the page that is not part of the

main content, such as the document type (eg, email or web page), document

structure and features such as document length, keywords, author names and

publishing date;

o Description of links from other pages to this page which provide succinct text

regarding different aspects of the page content. More links, more descriptions

and more columns used. The presence of links is also used for ranking, to

determine how popular a web page is. (Take a look at Google’s Pagerank, a

ranking system that uses links to and from a page to gauge quality and

popularity).

* People’s names, company or organization names, locations, addresses time and date

expressions, quantities and monetary values etc. Machine learning algorithms can be

trained to find these entities in any content using training data annotated by a human

being".
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The main content of a page is often hidden amongst
other information. “theguardian” by Il Fatto
Quotidiano is licenced under CC BY-NC-SA 2.0. To
view a copy of this licence, visit
https://creativecommons.org/licenses/by-nc-sa/

2.0/ ref=openverse.
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One column of the table, perhaps the most
important, contains the main content of the
document. This has to be identified amidst all
the external links and advertisements. One
technique uses a machine-learning model to
“learn” which is the main content in any
webpage.

We can of course match exact words from the
query to the words in a web document, like the
Find button in any word processor. But this is
not very effective, as people use different words
to talk about the same object. Just recording the
separate words will not help to capture how
these words combine with each other to create
meaning. It is ultimately the thought behind the
words that help us communicate, and not the
words themselves. Therefore, all search engines
transform the text in a way that makes it easier to
match with the meaning of the query text. Later,

the query is processed similarly.
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How wain text i5 grocessed oy MOST

seavch o_namo_g O

Words are broken down fo tokens
A model might store :
= B

(frequently used words are stored as such)

. @@ as @HE +es

&

o . ® and are related
"y

¥
t ™ %
\ "0, e

‘ and C‘P ~ have the same endings

— they mi9h+ play the same synctactic role

As parts of a word, the total number of different tokens that need to be stored is reduced.
Current models store about 30,000 to 50,000 tokens”. Misspelled words can be identified
because parts of them still match with the stored tokens. Unknown words may turn up search
results, since their parts might match with the stored tokens.

Here, the training set for machine learning is made of example texts. Starting from individual
characters, space and punctuation, the model merges characters that occur frequently, to form
new tokens. If the number of tokens is not high enough, it continues the merging process to
cover bigger or less frequent word-parts. This way, most of the words, word endings and all
prefixes can be covered. Thus, given a new text, the machine can easily split it into tokens and

send it to storage.
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Step 3 ¢ An index is built for easy reference

Once the data is tucked away in BigTables,
an index is created. Similar in idea to
textbook indexes, the search index lists
tokens and their location in a web document.
Statistics show how many times a token
occurs in a document and how important is it
for the document, etc, and information is
positions thus — is the token in the title or a
heading, is it concentrated in one part of the

document and does one token always follow

another?

Nowadays, many search engines use a “Index” by Ben Weiner is licenced under CC BY-ND 2.0.
language-based model generated by deep To view a copy of this licence, visit
neural networks. The latter encodes https://creativecommons.org/licenses/by-nd/

semantic details of the text and is responsible 2.0/ Iref=openverse.

for better understanding of queries®. The
neural networks help the search engines to go beyond the query, in order to capture the

information-need that induced the query in the first place.

These three steps give a simplified account of what is called “indexing” — finding, preparing
and storing documents and creating the index. The steps involved in “ranking” come next —

matching query to content and displaying the results according to relevance.
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' Croft, B., Metzler D., Strohman, T., Search Engines, Information Retrieval in Practice, 2015

?Sennrich,R., Haddow, B., and Birch, A., Neural Machine Translation of Rare Words with Subword

Units, In Proceedings of the 54th Annual Meeting of the Association for Computational

Linguistics (Volume 1: Long Papers), pages 1715-1725, Berlin, Germany. Association for

Computational Linguistics, 2016.

3 Metzler, D., Tay, Y., Bahri, D., Najork, M., Rethinking Search: Making Domain Experts out of

Dilettantes, SIGIR Forum 55, 1, Article 13, June 2021.
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11.

Al Speak: Search Engine Ranking

Compared to the search engines of the early 2000s, the present search engines do richer and
deeper analysis. For example, as well as counting words, they can analyse and compare the

meaning behind words’. Much of this richness happens in the ranking process:

I N
— —
5 ¢ I N
ceawler €indS document i d\ocu““e—'_ﬁ'
documents fronsformed & tabled ~ TewS ave indeved

oot
iR 9

0 vanked content +  watched documents quevy 15 matched
ads ave displayed ave vanked Yo documents
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Step 4: Query terms are matched with index terms

Once the user types the query and clicks
on search, the query is processed. Tokens are
created using the same process as the
document text. Then the query may be
expanded by adding other keywords. This is
to avoid the situation whereby relevant
documents are not found because the query

uses words that are slightly different from

_ e those of the web-content authors. This is also
QuQevca\\Qvaﬁ\\\Q'\'\cew\a\\a\oaou% ) .
done to capture differences in custom and

Source: https://ai.googleblog.com/2021/12/ usage. For example, the use of words such as
a-fast-wordpiece-tokenization-system.html, A Fast president, prime minister and chancellor may

WordPiece Tokenization System, By Xinying Song and be interchanged, depending on the countryl.

Denny Zhou and “Vintage Disney Mary Poppins Plate by Most search engines keep track of user

Sun Valley Melmac” by GranniesKitchen is licenced under

searches (Look at the description of popular
CC BY 2.0. To view a copy of this licence, visit ( P pop

https://creativecommons.org/licenses/by/2.0/? search engines to learn more). Queries are
recorded with the user data in order to
personalise content and serve advertisements. Or, the records from all users are put together to
see how and where to improve search engine performance.

User User logs contain items such as past queries, the results page and information on what
worked. For example, what did the user click and what did they spend time reading? With user
logs, each query can be matched with relevant documents (the user clicks, reads and closes
session) and non-relevant documents (user did not click or did not read or tried to rephrase
query)”.

With these logs, each new query can be matched with a similar past query. One way of finding
out if one query is similar to another, is to check if ranking turns up the same documents.
Similar queries may not always contain the same words but the results are likely to be identical®.

Spelling added to expand the query. This is done by looking at other words that occur
frequently in relevant documents from the past. In general, however, words that occur more
frequently in the relevant documents than in the non-relevant documents are added to the

query or given additional weightage®.
Step 5: Relevant documents are ranked

Each document is scored for relevance, and ranked according to this score. Relevance here is
both topic relevance — how well the index terms of a document match that of the query, and
user relevance — how well it matches the preferences of the user. A part of document scoring

can be done while indexing. The speed of the search engine depends on the quality of indexes.
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[ts effectiveness is based on how the query is matched to the document as well as on the ranking

2
system”.

i

e Are all query ferms present in the document?
Are they found close together?

 How many times do they appear? Are they in
the title or headings?

e Are there many 69 {o this page? Are
there many from this page?

* What is the parent website? Is it updated
reqularly? Especially for

sites have they preferred for this fopic?
* What does past user I:I:IU say about

similar searches and relevant pages?
I
* What is the location? Especially for ;/g and

searched with

User relevance is measured by creating
user models (or personality types), based on
their previous search terms, sites visited,
email messages, the device they are using,
language and geographic location. Cookies
are used to store user preferences. Some
search engines buy user information from
third parties as well (you could refer to
descriptions of some search engines). If a
person is interested in football their results
for “Manchester” will be different from the
person who just booked a flight to London.
Words the

documents associated with a person will be

that occur frequently in
given the highest importance.

Commercial ~web  search  engines
incorporate hundreds of features in their
ranking algorithms; many derived from the
huge collection of user interaction data in the
query logs. A ranking function combines the
document, the query and user relevance
features. Whatever ranking function is used,
it would have a solid mathematical
foundation. The output is the probability
satisfies the wuser’s

Above a

that a document

information need. certain

probability of relevance, the document is classified as relevant®.

Machinelearning is used to learn about ranking on implicit user feedback in the logs (ie,

what worked in previous queries). Machine learning has also been used to develop sophisticated

models of how humans use language; this is used to decipher queries™”.
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Advances in web search have been phenomenal in the past decade. However, where it refers to
understanding the context for a specific query, there is no substitute for the user providing a
better query. Typically, better queries come from users who examine results and reformulate

the query”.
Step 6: Results are displayed

the results are ready. The page’s title and

url are displayed, with query terms in bold. A

© we

Images
b videos
M ews
9 Places

short summary is generated and displayed

after each link. The summary highlights

important passages in the document.

In this regard, sentences are taken from

headings, metadata description or from text

that best corresponds with the query. If all

o—— query terms appear in the title, they will not

Gumshoe - Definition and More from the Free Merriam-Webster Dictionary

be repeated in the snippet®. Sentences are

thesauns, Word of the Dy, and word games.

Gumshoe Mystery Review - October 2010

also selected based on how readable they are.

Gumshoe (1971) - IMDb

Appropriate advertising is added to the

“Gumshoe DuckDuckGo Results” by jrbrusseau is results. Search engines generate revenue

licenced under CC BY-SA 2.0. To view a copy of this through advertisements. In some search

licence, visit https://creativecommons.org/licenses/by-sa/

engines, they are clearly marked as sponsored
2.0/ ref=openverse.

content, while in others they are not. Since
many users look at only the first few results,

ads can change the process substantially.
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Advertisements are chosen according to the context of the query and the user model. Search
engine companies maintain a database of advertisements. This database is searched to find
the most relevant advertisements for a given query. Advertisers bid for keywords that describe
topics associated with their product. Both the amount bid and the popularity of an
advertisement are significant factors in the selection process®.

For questions on facts, some engines use their own collection of facts. Google’s Knowledge
Vault contains over a billion facts indexed from different sources®. Results are clustered by
machine learning algorithms into appropriate groups. Finally, the user is also presented with

alternatives to the query to see if they are better.

Some references

The origin of Google can be found in Brin and Page’s original paper. Some of the maths behind
Pagerank are on Wiki’s PageRank. For the mathematical minded, here is a nice explanation of

Pagerank.

"Russell, D., What Do You Need to Know to Use a Search Engine? Why We Still Need to Teach
Research Skills, Al Magazine, 36(4), 2015.

% Croft, B., Metzler D., Strohman, T., Search Engines, Information Retrieval in Practice, 2015.

3 Spencer, S., Google Power Search: The Essential Guide to Finding Anything Online With Google,
Koshkonong, Kindle Edition.
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12.

Behind the Search Lens: Effects of
Search on the Individual

While search engines provide a very useful service, they have some negative impacts on both
the individual user and the society as a whole. Being aware of these impacts can help us shield

ourselves and those who depend on us.

Data and Privacy

Most websites, search engines and mail clients collect information about users. Most of this
data is tied to the identity of the user through IP addresses. This data is then used to serve
targeted advertisements and personalised content, improve the services provided and carry
outmarket research. However, search engines do not always disclose all the information they
collect where they collect it and what they do with that information’. Or even where they collect
this information. For example, studies show that Google can track users across nearly 80% of
websites”.

Information that search engines can display when someone

searches for a user include: Find out!
e Information that they added in some web site, Read about cookies
e Information added by others with their consent, and other tracking
e Information that was collected in some other context and techniques like
then published on the web — by forums, event organisers, fingerprinting.

friends and others.

Information collected and processed when search engines are used include the following:
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A Privacy Breach
hageens when -

o

=
" E% is collected without full informed
¢ T4 is leaked or stolen. /

* Tt is used to steal your iden+i+y.
* {o track your

* to bully you or vielate your rights.

¢ The data is used to discriminate against you. .*

Some sites show different
{o different users for the same item.

. @ about your activities, interests and

background is used in an unanticipated way.
For example, employers may look into o
profiles before hiring,

o Information is seld to third parties and is
used in ways you do not know about.

* Data that you thought is anonymised and
cannot be tied fo you is 6? to you.

The searched-for topic, date and time of
search™>4,

Activity data across apps such as email,
calendar and maps, collected by search

engines like Google and Microsoft>4.

e Data bought by some search engines from

third parties>*

Data bought from search engines and
websites that are put together and tied to the
user by third parties®.

Inferences made from the data collected.
Inferences drawn from personal settings. For
example, “to infer that a user who has strong
privacy have  certain

settings  may

psychological traits, or that they may have
“something to hide””.

User profiles or models, created by search
engines, based on this information. These
models are based on online data and give
only a limited view of the person. Decisions
based on these, when used in other contexts,

will not be balanced.

Collected data on a consent-giving user can

be used to draw inferences about another

user who did not give consent, but who has been judged by the search engine to have a similar

profile.

All this data, both raw and processed, gives rise to privacy and security concerns. Some

measures can be taken by search providers, governments and users to prevent privacy breeches:

56

e Data can be stored in such a way that leaks and theft are discouraged. For example, user

data can be stored in separate and decentralised databases’;

e Datais encrypted or anonymised,;

* Machine learning can be used to automatically detect and classify trackers. This can

then be used to improve browser privacy tools*;

* Policies and laws like GDPR legislation can introduce explicit guidelines and

sanctions to regulate data collection, use and storage';

e User-centred recommendations are made and publicised so that users, including

parents and teachers, can better protect their and their wards’ privacy.
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@ One or more interactive elements has been excluded from this version of the text. You can view

them online here: https://pressbooks.pub/aiforteachers/?p=213#0embed-1

In Europe, search engine companies are viewed as ‘controllers of personal data’, as opposed
to mere providers of a service. Thus, they can be held responsible and liable for the content
that is accessible through their services. However, privacy laws often concern confidential and
intimate data. Even harmless information about people can be mined in order to create user
profiles based on implicit patterns in the data. Those profiles (whether accurate or not) can be
used to make decisions affecting them".

Also, how a law is enforced changes from country to country. According to GDPR, a person
can ask a search engine company to remove a search result that concerns them. Even if the
company removes it from the index in Europe, the page can still show up in results outside

I
Europe'.
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Sowme Measuves that
can help

* Update @ parameters, privacy seHings,

ad se-Hings and ‘ controls.

e Clear browser history and cookies reqularly.

* Say no fo tracking where applicable. However,
cookies used for "Legitimate Interest" are a
minimum for most web services.

-

¢ Read '|'hr0ugh consent | % =| before clicking

& e

e Inform yourself about the privacy and

security policy of your institution, country
and

o Look at privacy policies of search engines and
browsers before choosing what o use.

* Read about tracking-protection

e Discuss privacy and safety with your

L4

Although companies’ policies can shed light on their practices, research shows that there is

often a gap between policy and its use®.

Reliability of content

Critics have pointed out that search engine companies are not fully open with why they show
some sites and not others, and rank some pages higher than others’.

Ranking of search results is heavily influenced by advertisers who sponsor content.
Moreover, big search engine companies provide many services other than search. Content

provided by them are often boosted in the search results. In Europe, Google has been formally

58



AT FOR TEACHERS

charged with prominently displaying its own products or services in its search returns,
regardless of its merits".

Large companies and web developers who study ranking algorithms can also influence
ranking by playing on how a search engine defines popularity and authenticity of websites. Of
course, the criteria judged important by search-engine programmers are themselves open to
question.

This affect how reliable the search results are. It is always good to use multiple sources and

multiple search engines and have a discussion about the content used in schoolwork.

Autonomy

A search engine recommends content using its ranking system. By not revealing the criteria
used to select this content, it reduces user autonomy. For example, if we had known a
suggested web page was sponsored, or selected based on popularity criteria we don’t identify
with, we might not have chosen it. By taking away informed consent, search engines and other
recommender systems have controlling influences over our behaviour.

Autonomy is having control over processes, decisions and outcomes’. It implies liberty
(independence from controlling influences) and agency (capacity for intentional action)”.
Systems that recommend content without explanation can encroach on users’ autonomy. They
provide recommendations that nudge the users in a particular direction, by engaging them only

with what they would like and by limiting the range of options to which they are exposed’.

" Tavani, H., Zimmer, M., Search Engines and Ethics, The Stanford Encyclopedia of Philosophy,
Fall 2020 Edition), Edward N. Zalta ed.

?Englehardt, S., Narayanan, A., Online Tracking: A -million-site Measurement and Analysis,
Extended version of paper at ACM CCS 2016.

3Google Privacy and Terms.

*Microsoft Privacy Statement.

>Milano, S., Taddeo, M., Floridi, L. Recommender systems and their ethical challenges, AI & Soc 35,

957-967, 2020.
6 Tavani, H.T., Ethics and Technology: Controversies, Questions, and Strategies for Ethical Computing,

sth edition, Hoboken, NJ: John Wiley and Sons, 2016.
7Hillis, K., Petit, M., Jarrett, K., Google and the Culture of Search, Routledge Taylor and Francis,

2013.
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13.

Behind the Search Lens: Effects of
Search on the Society

Social effects

More and more, there is a feeling that everything that matters is on the web and should be
accessible through search®. As LM Hinman puts it, “Esse est indicato in Google (to be is to
be indexed on Google).” As he also notes, “citizens in a democracy cannot make informed

»®3 If democracy stands on free access to

decisions without access to accurate information
undistorted information, search engines directly affect how democratic our countries are. Their
role as gatekeepers of knowledge is in direct conflict with their nature as private companies
dependent on ads for income. Therefore, for the sake of a free society, we must demand

accountability for search engines and transparency in how their algorithms work?.

Creation of filter bubbles

Systems that recommend content based on user profiles, including search engines, can insulate
users from exposure to different views. By feeding content that the user likes, they create
self-reinforcing biases and “filter bubbles”*#. These bubbles, created when newly acquired
knowledge is based on past interests and activities’, cement biases as solid foundations of
knowledge. This could become particularly dangerous when used with young and
impressionable minds. Thus, open discussions with peers and teachers and collaborative

learning activities should be promoted in the classroom.

Feedback loops

Search engines, like other recommendation systems, predict what will be of interest to the user.
Then, when the user clicks on what was recommended, it (the search engine) takes it as positive
feedback. This feedback affects what links are displayed in the future. If a user clicked on the
first link displayed, was it because they found it relevant or simply because it was the first result
and thus easier to choose?

Implicit feedback is tricky to interpret. When predictions are based on incorrect
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interpretation, the effects are even trickier to predict. When certain results are repeatedly
shown — and are the only thing that the user gets to see — it can even end up changing what the
user likes and dislikes — a self-fulfilling prediction, perhaps.

In the United States, a predictive policing system was launched whereby high-crime areas of a
certain city were highlighted. This meant that more police officers were deployed to such areas.
Since these officers knew the area was at high risk, they were careful, and stopped, searched,
or arrested more people than normal. The arrests thus validated the prediction, even where
the prediction was biased in the first place. Not only that, the arrests were data for future
predictions on the same areas and on areas similar to it, compounding biases over time’.

We use prediction systems in order to act on the predictions. But acting on biased predictions
affects future outcomes, the people involved — and ultimately society itself. “As a side-effect of
fulfilling its purpose of retrieving relevant information, a search engine will necessarily change
the very thing that it aims to measure, sort and rank. Similarly, most machine-learning systems

will affect the phenomena that they predict™.

Fake news, extreme content and censorship

There is increasing prevalence of fake news (false stories that appear as news) in online forums,
social media sites and blogs, all available to students through search. Small focused groups of
people can drive ratings up for specific videos and web sites of extreme content. This increases
the content’s popularity and appearance of authenticity, gaming the ranking algorithms*. Yet,
as of now, no clear and explicit policy has been adopted by search-engine companies to control
fake news”.

On the other hand, search engines systematically exclude certain sites and certain types of
sites in favour of others’. They censor content from some authors, despite not being asked to
do so by the public. Search engines, therefore, should be used with awareness, discretion and

discrimination.

"Hillis, K., Petit, M., Jarrett, K., Google and the Culture of Search, Routledge Taylor and Francis,
2013.

% Tavani, H., Zimmer, M., Search Engines and Ethics, The Stanford Encyclopedia of Philosophy,
Fall 2020 Edition), Edward N. Zalta (ed.).

3Hinman, L. M., Esse Est Indicato in Google: Ethical and Political Issues in Search Engines,
International Review of Information Ethics, 3: 1925, 2005.

4Milano, S., Taddeo, M., Floridi, L. Recommender systems and their ethical challenges, AI & Soc 35,
057—967, 2020.

S Barocas, S., Hardt, M., Narayanan, A., Fairness and machine learning Limitations and
Opportunities, MIT Press, 2023.

6 Introna, L. and Nissenbaum, H., Shaping the Web: Why The DPolitics of Search Engines Matters,
The Information Society, 16(3): 169-185, 2000.
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PART III

MANAGING LEARNING

In the midst of all the preparation and evaluation that you have to do, you are probably juggling
administrative tasks too.

Hawe you ever felt there is not enough time, either in the classroom or out of it, to help your students
more efficiently?

A class period can go too fast and there are often more students than you can keep track of.

Did Did you miss an expression, fail to explain away a point of confusion?

Is there a way to track the progress and struggles of an individual student?

Apart from asking colleagues, how can you have a better overview of what is happening in other

subjects, in order to reinforce learning?
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14.

Smart Learning Management
Systems

MANUEL GENTILE AND GIUSEPPE CITTA

E-learning and Learning Management Systems (LMS)

Thenumber of people making use of e-learning is constantly growing. The term e-learning
refers to learning mediated by the use of technology in contexts where educators and learners
are distant in space and/or time. The ultimate aim of e-learning is to improve students’ learning
experience and practice.

Today,with the advancement of technology, it is more appropriate to refer to systems and
platforms for the ‘delivery’ of e-learning rather than to single -purpose tools. Such systems are
the result of integrating different software tools capable of building an ecosystem where flexible
and adaptable learning paths can be exploited. An e-learning system enables the management
of learning processes and the management of courses. It enables student-learning assessments,
constructing reports, and creating and organising content. It facilitates communication
between teachers/tutors and students. Among the most widely used e-learning systems, there
are Learning Management Systems (LMS) (eg Moodle, Edmodo).

The acronym LMS refers to a web-based application designed to manage the learning process
of trainees' at different levels, in different ways and domains. An LMS, therefore, could be
defined as a learning environment within which learning, content and assessment activities
and tools are implemented. Student-student and/or student-educator interactions likewise are
implemented and managed within this environment. Furthermore, the definition of LMSs
includes their being platforms that generally can include whole course management systems,

content management systems, and portalsz.

LMS and AI: the Smart LMS

With the advent of Al, Education, in general, and LMSs, in particular, become possible and
promising fields of application of this revolutionary force3. Specifically, LMSs, thanks to the

functionalities supported by Al, represent a renewed learning tool capable of satisfying two of
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the fundamental traits of the education of the future: personalisation and adaptation®. It is from
this combination of LMS and Al that the Smart LMS (SLMS) or Intelligent LMS emerges.

An efficient SLMS features algorithms that can provide and retrieve information from three
fundamental clusters of knowledge: a) the learner b) the pedagogy and ¢) the domain. By
acquiring information about (a) learners’ preferences, their emotional and cognitive states and
their achievements and goals, an SLMS can implement those teaching strategies (b) that are
most effective (specific types of assessment, collaborative learning, etc.) for learning to be most
fruitful within the specific domain of knowledge being studied (c): eg geometry theorems,
mathematical operations, laws of physics, text analysis procedures®.

An SLMS, therefore, can be defined as a learning system capable of adapting the contents
proposed to the learner by calibrating them to the knowledge and skills the learner has
displayed in previous tasks. In fact, by adopting a learner-centred approach, it can identify,
follow and monitor learners’ paths by recording their learning patterns and styles. Referring to
the description given by Fardinpour et al’, an intelligent LMS provides the learner with the
most effective learning path and the most appropriate learning content, through automation,
the adaptation of different teaching strategies (scaffolding), and the reporting and knowledge
generation. It also provides the learners with the possibility to keep track of and monitor their
learning and learning goals. Furthermore, although these features and tools enable the LMS to
operate more intelligently, an SLMS must provide learners with the possibility to disable the
Al that manages their path, in order to have full access to all learning materials in the learning

environment.

Some examples of AI-supported functionalities in the context of an
SLMS

When an SLMS is functioning correctly, several Al-supported tools make it possible to realise a
system with the features described above. Such Al-supported tools move transversally along the
three aforementioned clusters of knowledge, to which the SLMS algorithms constantly refer

(learner, pedagogy, domain).

AI-supported chatbots as virtual tutors

A chatbot is software that simulates and processes human conversations (written or spoken).
In the context of an SLMS, it can function as a virtual tutor, capable of answering a learner’s

questions concerning, for example, learning courses. The chatbot is also capable of providing
suggestions to the learner, based on the analysis that the system makes of the learner’s

. . . 6
previous performances and interactions .

Learning Analytics

Learning Analytics — data relating to the details of individual learner interactions in online

learning activities — allow teachers to monitor learner progress and performance in depth.
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Thanks to them, the system can implement automatic computer-assisted educational task
activation” to supplement the activities of learners who have shown performance deficits in
specific tasks. In addition, it can automatically provide suggestions to teaching staff regarding
the difficulty of proposed tasks or the need to supplement them with additional learning

content.

Benefits for learners and teachers

These and other Al-supported tools* contribute to making an SLMS a powerful learning and
teaching tool that, instead of being perceived as a substitute for the teacher’s work, shows itself
as a tool capable of “augmenting” the human aspects of teaching8 and bringing a series of
fundamental benefits to the whole learning/teaching process.

Since an SLMS calibrates the contents to the student’s skills and level, it avoids the learner,
in the different phases of his or her path, facing tasks that bore him or her because they are
too simple, or that frustrate him or her because they are too complex. This ensures that the
student’s motivation and attention are always at a high level and appropriate to the level of
difficulty of the task to be addressed. This situation has the direct consequence of significantly
reducing the dropout rate, as it allows teachers to detect any problems in time and intervene
promptly, as soon as the student shows the first signs of difficulty.

Such a situation, as well as linear learning situations (without difficulties), can be addressed
by proposing to the students, through the SLMS tools, different knowledge contents that
are already stored in the course databases or are from third-party providers. This results in a
direct benefit for the teacher, who does not have to create new teaching materials from time to
time, and can use the saved time in other essential occupations such as refining their teaching

methods and/or interacting directly with the students.

"Kasim, N. N. M., and Khalid, F., Choosing the right learning management system (LMS) for the
higher education institution context: A systematic review, International Journal of Emerging
Technologies in Learning, 11(6), 2016.

% Coates, H., James, R., & Baldwin, G., A critical examination of the effects of learning management
systems on university teaching and learning, Tertiary education and management, 11(1), 19-36,
2005.

3Beck, J., Sternm, M., & Haugsjaa, E., Applications of Al in Education, Crossroads, 3(1), r1—15.
doi:r0.1145/332148.332153, 1996.

4 Rerhaye, L., Altun, D., Krauss, C., & Miiller, C., Evaluation Methods for an Al-Supported
Learning Management System: Quantifying and Qualifying Added Values for Teaching and
Learning, International Conference on Human-Computer Interaction (pp. 394-411). Springer,
Cham, July 2021.

3 Fardinpour, A., Pedram, M. M., & Burkle, M., Intelligent learning management systems:
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Definition, features and measurement of intelligence, International Journal of Distance
Education Technologies (IJDET), 12(4), 19-31, 2014.

SHR Technologist: Emerging Trends for Al in Learning Management Systems, 2019, Accessed
31 Oct 2022.

7 Krauss, C., Salzmann, A., & Merceron, A., Branched Learning Paths for the Recommendation of
Personalized Sequences of Course Items, DeLFI Workshops, September 2018.

8 Mavrikis, M., & Holmes, W., Intelligent learning environments: Design, usage and analytics for

future schools, Shaping future schools with digital technology, 57-73, 2019.

68



AT FOR TEACHERS

15.

Learning Analytics and
Educational Data Mining

AZIM ROUSSANALY; ANNE BOYER; AND JIAJUN PAN

What are learning analytics?

More and more organizations are using data analysis to solve problems and improve decisions
related to their activities. And the world of education is not an exception because, with the
generalization of virtual learning environment (VLE) and learning management systems (LMS),
massive learning data are now available, generated by the learners’ interaction with these tools.

Learning Analytics (LA) is a disciplinary field defined as “the measurement, collection,
analysis and reporting of data about learners and their contexts, for purposes of understanding
and optimising learning and the environments in which it occurs”*.

Four types of analytics are generally distinguished according to the question to solve:

e Descriptive Analytics: What happened in the past?

Diagnostic Analytics: Why something happened in the past?

Predictive Analytics: What is most likely to happen in the future?

e Prescriptive Analytics What actions should be taken to affect those outcomes?
What is it?

The visualisation to recommendation systems. Research in this area is currently active. We will
limit ourselves to summarising the frequent issues encountered in the literature. Each issue
leads to families of tools targeting mainly learners or teachers who represent most of the end

users of LA-based applications.
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Predict and enhance students learning outcome

One of the emblematic applications of LA is the prediction

of failures.

Learning indicators are automatically computed from the

digital traces and can be accessed directly by learners so that

they can adapt their own learning strategies.

One of the first experiments was conducted at Purdue _

University (USA) with a mobile application designed as a

traffic-light-based dashboard".

Each student can monitor his or her own progress indicators.
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.4 BIOL 101
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o
. |
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o
o
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o:
© |
© |
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A screenshot of the dashboard is shown in figure 1.

Indicators can also be addressed to teachers, as in an early

warning system (EWS).

This is the choice made by the French national centre for

Distance Education (CNED) in an ongoing study”.

The objective of an EWS is to alert, as soon as possible, those

Figure 1: Purdue University

dashboard for students

tutors responsible for monitoring the students, in order to

implement appropriate remedial actions.

Analyze student learning process

Vue globale de l'activité de la classe
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= Domaine 2
® Domaine 3
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Figure 2: METAL project dashboard

secondary-school teachers as shown in figure 2°.

Personalise learning paths

LA techniques can help to model the
learning behaviour of a learner or a group of
learners (ie a class). The model can be used to
display  learning  processes in LA
applications, providing additional
information that will enable teachers to
detect deficiencies which will help improve
training materials and methods. Moreover,
the analysis of learning process is a way for
observing the learner engagement. For
example, in the e-FRAN METAL project, the
indicators were brought together in a

dashboard co-designed with a team of

The personalisation of learning paths can occur in recommendation or adaptive learning

systems. Recommendation systems aim to suggest, to each learner, best resources or

appropriate behaviour that may help to achieve educational objectives.
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Some systems focus on putting the teacher in the loop by first presenting proposed
recommendations for their validation. Adaptive learning systems allow the learner to develop
skills and knowledge in a more personalised and self-paced way by constantly adjusting the

learning path towards the learner experience.

Does it work?

In publications, feedback focuses mainly on students, including those in higher education.
Observations generally show improved performance of learners (for example, +10% of grades
A and B at Purdue University, US). For teachers, the impact of LA is more complex to assess.
Studies based on the technology acceptance model (TAM) suggest that teachers have a positive
perception of the use of LA tools. A study shows the final Strengths, Weaknesses,
Opportunities and Threats analysis (SWOT) that we reproduce here’ (see figure 3).

Strengths Weaknesses
- enhance diagnostic, formative or summative formal and standardized learner assessment (4) - training is needed (3)
- help decision-making of educational policymakers (2) - cannot capture nuanced aspects of learning (3)
- identify at-risk students (2) - can be time-consuming (2)
-can inhibit teachers’ creativity (2)
Opportunities Threats
-teachers will be able to select the most relevant or useful for them views of LA (2) -careful with privacy issues (4)
- can be helpful as a support mechanism (2) -non-reliable creation mechanisms (3)

Figure 3: SWOT analysis of LA acceptance’

Some points of attention, included in the threats and weakness sections, form the basis of the
reflection of the Society for Learning Analytics Research (SOLAR) community to recommend
an ethics-by-design approach for LA applications (Drashler-16). The recommendations are
summarised in a checklist of eight key words: Determine, Explain, Legitimate, Involve,
Consent, Anonymise, Technical, External (DELICATE).

' Arnold, K. and Pistilli, M., Course signals at Purdue: Using learning analytics to increase student
success, LAK2012, ACM International Conference Proceeding Series, 2012.

?Ben Soussia, A., Roussanaly, A., Boyer, A., Toward An Early Risk Alert In A Distance Learning
Context, ICALT, 2022.

3Brun, A., Bonnin, G., Castagnos, S., Roussanaly, A., Boyer, A., Learning Analytics Made in
France: The METALproject, IJILT, 2019.

*Long, P., and Siemens, G., 1st International Conference on Learning Analytics and
Knowledge, Banft, Alberta, February 2;-March 1, 2o11.

> Mavroudi, A., Teachers’ Views Regarding Learning Analytics Usage Based on the Technology
Acceptance Model, TechTrends. 65, 2021.
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16.

AI-Speak: Data-based systems,
part 1

Decisions in the classroom

As a teacher, you have access to many kinds of data. Either tangible data such as attendance and performance
records, or intangible ones such as student body-language. Consider some of the decisions you take in your
professional life:What are the data that help you make these decisions?

There are technological applications that can help you visualise or process data. Artificial intelligence systems
use data to personalise learning, make predictions and decisions that might help you teach and manage the

classroom: Do you have needs that technology can answer? If yes, what will be the data such a system might require to carry
out the task?
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Educational systems have always generated data —

Lﬂﬂ students’ personal data, academic records, attendance

What exglams the |z data and more. With digitalisation and AIED
o€ data based 9\.‘9+QW\97 applications, more data is recorded and stored: mouse

clicks, opened pages, timestamps and keyboard

strokes’. With data-centric thinking becoming the

norm in society, it is natural to ask how to crunch all

W this data to do something pertinent. Could we give
o« MM inthe @ of storing i ’

more personalised feedback to the learner? Could we

data design better visualisation and notification tools for
2
e Powerful ways to analyse and the teacher?
Whatever technology is used, it has to meet a real
model data, thanks o 8y ,

requirement in the classroom. After the need is

L] osjo i . . .
An explesion of available data due identified, we can look at the data available and ask
to di9i+a|isa+i0n, cheap sensors, what is relevant to a desired outcome. This involves

grow-H\ of internet Big data and uncovering factors that let educators make nuanced

© Moo

Reference: Kelleher, ].D, Tierney, B, Data
Science, London, 2018 and Kitchin, R, Big Data,

decisions. Can these factors be captured using
0 available data? Is data and data-based systems the best

way of addressing the need? What could be the
unintended consequences of using data this way>?
Machine learning lets us defer many of these
questions to the data itself*. ML applications are
trained on data. They work by operating on data.

new epistemologies and paradigm shifts, Big
They find patterns and make generalisations and

Data & Society, 2014

store these as models — data that can be used to

answer future questions*. Their decisions and predictions, and how these affect student
learning, are all data too. Thus, knowing how programmers, the machine and the user handle

data is an important part of understanding how artificial intelligence works.

About data

Data is generally about a real world entity — a person, an object, or an event. Each entity can
be described by a number of attributes (features or variables)’. For example, name, age and class
are some attributes of a student. The set of these attributes is the data we have on the student,
which, while not in any way close to the real entity, does tell us something about them. Data
collected, used and processed in the educational system is called educational data”.

A dataset is the data on a collection of entities arranged in rows and columns. The attendance
record of a class is a dataset. In this case, each row is the record of one student. The columns
could be their presence or absence during a particular day or session. Thus each column is an

attribute.
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One or more interactive elements has been excluded from this version of the text. You can view

them online here: https://pressbooks.pub/aiforteachers/?p=262#oembed-1

Data is created by choosing attributes and
measuring them: every piece of data is the result
of human decisions and choices. Thus, data
creation is a subjective, partial and sometimes
messy process prone to technical difficulties®?.
Further, what we choose to measure, and what
we don’t can have a big influence on expected
outcomes.

Data traces are records of student activity
such as mouse clicks, data on opened pages, the
timing of interactions or key presses in a digital
system'. Metadata is data that describe other
data’. Derived data is data calculated or inferred
from other data: individual scores of each
student is data. The class average is derived data.
Often, derived data is more useful in getting
useful insights, finding patterns and making

predictions. Machine Learning applications can

wnowledge applied. in an
appropriate manner

Information as
ﬁNOW\-sze' interpreted and understood

by a person
Data processm

make sense in a context Measurements taken

DATA \ > from +he worid

The DIKW Pyramid. Reference: Kelleher, ].D, Tierney,
B, Data Science, London, 2018 and Kitchin, R, Big
Data, new epistemologies and paradigm shifts, Big

Data & Society, 2014

create derived data and link it with metadata data traces to create detailed learner models, which

help in personalising learning’.

For any data based application to be successful, attributes should be carefully chosen and

correctly measured. The patterns discovered in them should be checked to see if they make

sense in the educational context. When designed and maintained correctly, data driven systems

can be very valuable.

One or more interactive elements has been excluded from this version of the text. You can view

them online here: https://pressbooks.pub/aiforteachers/?p=262#0oembed-2

Check if you are (Big) Data

literate L
and update’.

74

This chapter aims to introduce a few basics of data and data
based technology but data literacy is a very important skill to

possess and merits dedicated training and continuing support



Legislation you should know about
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Because of the drastic drop in costs of data storage, more data and metadata are saved and

retained for a longer time®. This can lead to privacy breaches and rights violations. Laws like the

General Data Protection Regulation (GDPR) discourages such practices and gives EU citizens

more control over their personal data. They give legally enforceable data protection regulations

across all EU member states.

General
Data

Princigles GOPR s
based on -

Protection
Regulation

* Lawfulness, fairness and transparency : Data
processing has to be lawful, fair, and transparent to
the data subject

* Purpose limitation : When doing something with data
all the purposes have to be declared beforehand.

* Data minimization : Only data absolutely necessary to
fulfill the specified purpose can be collected.

¢ Accuracy : Personal data needs o be accurate.
Y

* Storage limitation : Data can only be stored as long as

it is needed for the specified purpese.

* Inteqrity and confidentiality : When data is processed,
this has to be secure and the processor has to
ensure that information doesn't get into the wrong
hands.

¢ Accountability : The data controller must be able to
show GDPR compliance for each step of the data

processing.

Souvce: GOPR €ov dummies: What 6 it? Wh\.l do we wneed

7 Why does gevsonal data have Yo e erotected?

Reference: “GDPR & ePrivacy Regulations” by

dennis_convert licenced under CC BY 2.0. To view a copy

of this licence, visit https://creativecommons.org/licenses/

by/2.0/ref=openverse

According to GDPR, personal data is any
information relating to an identified or
identifiable person (data subject). Schools, in
addition to engaging with companies that
handle their data, store huge amounts of
personal information about students,
parents, staff, management, and suppliers. As
data controllers, they are required to store
data which they process confidentially and
securely and have procedures in place for the
protection and proper use of all personal
data’.

Rights established by the GDPR include:

The Right to Access makes it mandatory for
them to knowf(easily) what data is being
collected about them

The citizen’s Right to Be Informed of the
usage made of their data

The Right to Erasure allows a citizen whose
data has been collected by a platform to ask
for that data to be removed from the dataset
built by the platform (and which may be sold
to others)

The Right to explanation — explanation
should be provided whenever clarification is
needed on an automated decision process

that affect them

Although, GDPR does allow for collection of

some data under “legitimate interest””and the use of derived, aggregated, or anonymized data

indefinitely and without consent’. The new Digital Services Act restricts the use of personal

data for targeted advertising purposes’.” In addition to these, the EU-US Privacy Shield

75



COLIN DE LA HIGUERA AND JOTSNA IYER

strengthens the data-protection rights for EU citizens in the context where their data have been
moved outside of the EUP.

Please refer to GDPR for dummies for the analysis carried out by independent experts from
the Civil Liberties Union for Europe (Liberties). This is a watchdog that safeguards EU citizens’

human rights.

! Ethical guidelines on the use of artificial intelligence and data in teaching and learning for educators,
European Commission, October 2022.

? du Boulay, B., Poulovasillis, A., Holmes, W., Mavrikis, M., Artificial Intelligence And Big Data
Technologies To Close The Achievement Gap, in Luckin, R., ed. Enhancing Learning and
Teaching with Technology, London: UCL Institute of Education Press, pp. 256—285, 2018.

3 Hutchinson, B., Smart, A., Hanna, A., Denton, E., Greer, C., Kjartansson, O., Barnes, P.,
Mitchell, M., Towards Accountability for Machine Learning Datasets: Practices from Software
Engineering and Infrastructure, Proceedings of the 2021 ACM Conference on Fairness,
Accountability, and Transparency, Association for Computing Machinery, New York, 2021.

4 Barocas, S., Hardt, M., Narayanan, A., Fairness and machine learning Limitations and
Opportunities, MIT Press, 2023.

I Kelleher, ].D, Tierney, B, Data Science, MIT Press, London, 2018.

6 Schneier, B., Data and Goliath: The Hidden Battles to Capture Your Data and Control Your
World, W. W. Norton & Company, 2015.

7 Kant, T., Identity, Advertising, and Algorithmic Targeting: Or How (Not) to Target Your “Ideal User.”,
MIT Case Studies in Social and Ethical Responsibilities of Computing, 2021.
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17.

AI-Speak: Data—-based Systems,
part 2

The design and implementation of a data-centred project could be broken down to six steps.
There is a lot of back and forth between the steps and the whole process may need to be
repeated multiple times to get it right.

To be effective in the classroom, multi-disciplinary teams with teachers, pedagogical experts
and computer scientists should be involved in each step of the process process’. Human experts
are needed to identify the need and design the process, to design and prepare the data, select

ML algorithms, to critically interpret the results and to plan how to use the application®.
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1) Understanding the educational context
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The first step in the design of an AIED tool is to
understand the needs in the classroom. Once the
goals are set, it has to be seen how they can be
achieved: what factors to consider and what to
ignore. Any data based solution is biased
towards phenomena that can be easily calculated
and standardised?®. Thus, each decision has to be
discussed by teachers who will use the tool, by
experts in pedagogy who can ensure that all
decisions are grounded in proven theory, and by
computer scientists who understand how the
algorithms work.

There is a lot of back and forth between the
two first steps since what is possible will also
depend on what data is available®. Moreover, the
design of educational tools is also subject to laws
which place restrictions on data usage and types

of algorithms that can be used.

2) Understanding the data

Once the goals and contributing factors are identified, the focus shifts to what data is required,

how it will be sourced and labelled, how privacy will be handled and how data quality will be

measured?. For a machine learning application to be successful, the datasets have to be large

enough, diverse and well-labelled.
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Machine learning requires data to train the

model and data to work on or predict with.

. .y 0060 000060CQop0OO0OCY 0 OO0O
Some ML tasks like face recognition and T T Trrrrrrrrrrrrrrre
object recognition already have a lot of 2229322229232 2
private and public databases available for 333333353>333833333
crainin Yot da9Y4dFrsddqNyd
& 555855S$S 5575685555
If not already available in a usable learning 666 bLobbbdce ébtel
requires data to train the model and data to R77772107T920 V2% 777
work on or use for predictions. Some ML B 1 1 K EH KR Bl W RE] 1 Kl Bl i B B
799999%3949493499 9
tasks, such as face and object recognition,
already have a lot of private and public _The publically available MNIST dataset containg
datab lable £ o images of handwyitten digits. Though popular for
atabases available for training. decades, it is considered. too easy for today’s
If not already available in a usable form, vesearch tasks.

existing datasets may have to be added to or
Adapted from MnistExamples by Josef Steppan. Licenced

relabelled to fit the needs of the project. If under CC BY-SA 4.0. To view a copy of this licence, visit

not, dedicated datasets may have to be https://creativecommons.org/licenses/by-sa/
created and labelled from scratch. Digital 4.0/Iref=openverse

traces generated by the student while using

an application could also be used as one of the data sources.

In any case, data and features relevant to the problem have to be carefully identified®.
[rrelevant or redundant features can push an algorithm into finding false patterns and affect
the performance of the system®. Since the machine can find patterns only in the data given
to it, choosing the dataset also implicitly defines what the problem is*. If there is a lot of data
available, a subset has to be selected with the help of statistical techniques and the data verified
to avoid errors and biases.

As an example of a bad training data, in a story from early days of computer vision, a model
was trained to discriminate between images of Russian and American tanks. Its high accuracy
was later found to be due to the fact the the Russian tanks had been photographed on a cloudy
day and the American ones on a sunny day*.

Therefore, the chosen dataset has to be verified for quality, taking into account why it
was created, what does it contain, what are the processes used for collecting, cleaning and
labelling, distribution and maintenance®. The key questions to ask include Are the datasets fit
for their intended purposes and Do the datasets contain hidden hazards that can make models biased or

discriminatory??
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3) Preparing the data

Data-preparation involves creating data sets by merging data available from different places,
adjusting for inconsistencies (For example, some test scores could be on a scale of 1 to 10 while
others are given as a percentage) and looking for missing or extreme values. Then, automated
tests could be performed to check the quality of datasets. This includes checking for privacy
leaks and unforeseen correlations or stereotypes”. The datasets might also be split into training
and test datasets at this stage. The former is used for training the model and the latter for
checking its performance. Testing on the training dataset would be like giving out the exam
paper the day before for homework: the student’s exam performance will not indicate their

understanding®.
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4) Modelling
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In this step, algorithms are used to extract
patterns in the data and create models.
Usually, different algorithms are tested to see
what works best. These models can then be
put into use to make predictions on new
data.

In most projects, initial models uncover
problems in the data calling for back and
forth between steps 2 and 3°. As long as there
is a strong correlation between the features of
the data and the output value, it is likely that
a Machine Learning algorithm will generate
good predictions.

These algorithms use advanced statistical
and computing techniques to process data.
The programmers have to adjust the settings

and try different algorithms to get the best

results. Let us take an application that detects cheating. A false positive is when a student who

did not cheat is flagged. A false negative is when a student who cheats is not flagged. System

designers can tune the model to minimize either false positives, where some cheating behaviour

could be missed, or false negatives, where even doubtful cases are flagged®. The tuning thus

depends on what we want the system to do.

5) Evaluation

During the modelling stage, each model can be
tuned for accuracy of prediction on the training
dataset. Then models are tested on the test
dataset and one model is chosen for use. This
model is also evaluated on how it meets the
educational needs: Are the objectives as set out
in step 1 met? Are there any unforeseen
problems? Is the quality good? Could anything
be improved or done in another way? Is a

redesign needed? The main objective is to

Step 5 Bvalation o

f
O

Evalvate
wodel

Review Pvocess

decide whether the application can be deployed in schools. If not, the whole process is

repeated”.
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8) Deployment
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The final step of this process is to see how to
integrate the data based application with the
school system to get maximum benefits, both
with respect to the technical infrastructure and
teaching practices.

Though given as the final step, the whole
process is iterative. After deployment, the model
should be regularly reviewed to check if it is still
relevant to the context. The needs, processes or
modes of data capture could change affecting the
output of the system. Thus, the application
should be reviewed and updated when necessary.
The system should be monitored continuously

for its impact on learning, teaching and

"Predicting the consequences and the impact of the use of data
and Al in education can be very difficult. Therefore, an incremental
approach to the development and deployment of these
technologies and their assessment is needed. The idea is to
gradually introduce these tools into their contexts and to constantly
monitor the societal effects that can emerge, leaving open the
possibility to step back when unintended consequences occur!”

ETHICAL GUIDELINES ON THE USE OF ARTIFICIAL INTELLIGENCE

AND DATA IN TEACHING

AND LEARNING FOR EDUCATORS,

EUROPEAN COMMISSION, OCTOBER 2022

The Ethical guidelines on the use of Al and data for educators stresses that the school should

be in contact with the Al service provider throughout the lifecycle of the Al system, even prior

to deployment. It should ask for clear technical documentation and seek clarification on unclear

points. An agreement should be made for support and maintenance, and it should be made sure

that the supplier adhered to all legal obligationsé.

Note: Both the steps listed here and the illustration are adapted from the CRISP-DM Data
science stages and tasks (based on figure 3 in Chapman, Clinton, Kerber, et al. 1999) as described

s 2
n .
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"Du Boulay, B., Poulovasillis, A., Holmes, W., Mavrikis, M., Artificial Intelligence And Big Data
Technologies To Close The Achievement Gap,in Luckin, R., ed. Enhancing Learning and
Teaching with Technology, London: UCL Institute of Education Press, pp. 256—285, 2018.

? Kelleher, ].D, Tierney, B, Data Science, London, 2018.

3Hutchinson, B., Smart, A., Hanna, A., Denton, E., Greer, C., Kjartansson, O., Barnes, P.,
Mitchell, M., Towards Accountability for Machine Learning Datasets: Practices from Software
Engineering and Infrastructure, Proceedings of the 2021 ACM Conference on Fairness,
Accountability, and Transparency, Association for Computing Machinery, New York, 2021.

4Barocas, S., Hardt, M., Narayanan, A., Fairness and machine learning Limitations and
Opportunities, MIT Press, 2023.

3 Schneier, B., Data and Goliath: The Hidden Battles to Capture Your Data and Control Your World,
W. W. Norton & Company, 2015.

% Ethical guidelines on the use of artificial intelligence and data in teaching and learning for educators,

European Commission, October 2022.
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18.

Issues with Data: Personal
Identity

Data about us is constantly recorded through our phones and computers. This data is
interpreted based on who is recording it and who is looking at it. To take just one example,
Google makes its digital version of us, the digital identity, based on what we do on its platforms.
It proceeds to label us based on this data and then rearranges what we see on its search engines

and apps accordingly. It markets us to companies who might want to market themselves to us.

Activity

Access your “Ad Settings” Profile on Google, Facebook or Instagram. Or if you regularly use another platform,
try finding out if they have ad settings and if you can access them. These are part of our digital identity.

Questions for discussion:

e What does your “digital identity” look like? Does it reflect your demographics and interests? Do you
agree with this identity?

¢ How do you think Google decided each of these interests? What data could have been taken into
account? These interest categories change frequently and are recursive: an ad interest you are
associated with can determine what ad interest you’ll be categorized with next. What can this tell us
about profiling?

¢ Do you agree with scholars such as Cheney-Lippold and Bassett that there is an over-reduction of
identity here? Why is this an ethical concern?

¢ Ethically, does it matter more if these profiles get your interests “right” or “wrong”?

¢ Does your gender and race play a part in how you are labelled? How does that make you feel?

This activity has been adapted from Identity, Advertising, and Algorithmic Targeting: Or How (Not)
to Target Your “Ideal User., licenced under CC BY NC 4.0.*

The labels Google gives us — male, female, young or aged, have nothing to do with our
identities, needs or values. Someone can be male if they look at certain websites(say hardware

stores) and buy certain items®. Tomorrow, a male can become female if their activity or the
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activities of a million other humans who contributed to what is male-like-behaviour change.

Different companies give us completely different identities based on what interests them.

The same is done to our students when they interact with Personalized learning software and

are subjected to learning analytics. Their digital identity, their performance, engagement and

satisfaction, as viewed by these systems, is then used to evaluate not only their performance but

also the performance of their peers, teachers, schools and the educational system itself>.
Why is this a problem?

I.

These profiles are often composed based on noisy and incorrect data from various
sources and can be very misleading®.

These digital identities can change how a student sees themselves and others, how
teachers see each student, how the system sees each teacher, how the society sees
education and pedagogy, and how everyone reacts to decisions and feedback?.

Yet, these judgements on who someone is are made without their knowledge and
consent — by black boxes no one has access to. Often, there is no control over what data
is recorded, where and when it is recorded and how decisions are made based on it*".
Students and teachers lose their expressive power and human agency.

This data and judgements tend to persist as stored data long after the recorded event
took place®.

The stress on metrics, where students, teachers and staff are constantly assessed,
compared and ranked, can induce reactions such as anxiety and competition instead
of motivation and growth?.

Aspects of education that can be automatically captured and analysed are given more
importance; they push us towards outcomes and practices that are different from what
might otherwise be of concern to us.

The organisations that do the “datafication” have the power to define “what ‘counts’ as

quality education — a good student or an effective teacher”.”

Here are countermeasures the experts suggest teachers take:

I.

Consider the people, their identity, integrity, and dignity: “Approach people with
respect of their intrinsic value and not as a data object or a means-to-an-end”’. People
are not just the data; that the label that a software might give students to personalise
learning pathways or to split them into groups is not their real identity’.

Be data literate: Learn how to handle data correctly. Learn what different data based
systems do, how they do it, what is their recommended usage and how to interpret the
information they generate and the decisions they make.

Maintain a critical distance from AIED companies and software. Question their claims,
ask proof of their validity and reliability, verify that the system follows ethical
guidelines of your institution and country?.

Monitor the effects these systems have on you, your students, their learning and the
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classroom atmosphere.
5. Call for open systems that give you control and the power to override automated

decisions. Pitch in, clarify or override wherever and whenever you feel the need.

"Kant, T., Identity, Advertising, and Algorithmic Targeting: Or How (Not) to Target Your “Ideal User.*
MIT Case Studies in Social and Ethical Responsibilities of Computing, 2021.

? Cheney-Lippold, J., We Are Data: Algorithms and the Making of Our Digital Selves, NYU Press,
2017.

3 Williamson, B., Bayne, S., Shay, S., The datafication of teaching in Higher Education: critical
issues and perspectives, Teaching in Higher Education, 25:4, 351-365, 2020.

4Kelleher, ].D, Tierney, B, Data Science, MIT Press, London, 2018.

J Ethical guidelines on the use of artificial intelligence and data in teaching and learning for

educators, European Commission, October 2022.
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19.

Issues with Data: Bias and
Fairness

Bias is prejudice towards or against an identity, whether good or bad, intentional or
unintentional’. Fairness is the counter to this bias and more: when everyone is treated fairly,
regardless of their identity and situation. Clear processes have to be set and followed to make
sure everyone is treated equitably and has equal access to opportunity'.

Human-based systems often comprise a lot of bias and discrimination. Every person has their
own unique set of opinions and prejudices. They too are black boxes whose decisions, such as
how they score answer sheets, can be difficult to understand. But we have developed strategies
and established structures to watch out for and question such practices.

Automated systems are sometimes touted as the panacea to human subjectivity: Algorithms
are based on numbers, so how can they have biases? Algorithms based on flawed data, among
other things, can not only pick up and learn existing biases pertaining to gender, race, culture
or disability — they can amplify existing biases”*3. And even if they are not locked behind
proprietary walls, they can’t be called up to explain their actions due to the inherent lack of

explainability in some systems such as those based on Deep Neural Networks, .

Examples of bias entering AIED systems

1. When programmers code rule-based systems, they can put their personal biases and
stereotypes into the system’.

2. A data based algorithm can conclude not to propose a STEM-based career path for
girls because female students feature less in the STEM graduate dataset. Is the lesser
number of female mathematicians due to existing stereotypes and societal norms or is
it due some inherent property of being female? Algorithms have no way to distinguish
between the two situations. Since existing data reflects existing stereotypes, the
algorithms that train on them replicate existing inequalities and social dynamics*.
Further, if such recommendations are implemented, more girls will opt for non-STEM
subjects and the new data will reflect this — a case of self-fulfilling prophecy?.

3. Students from a culture that is under-represented in the training dataset might have
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different behaviour patterns and different ways of showing motivation. How would
a learning analytics calculate metrics for them? If the data is not representative of all
categories of students, systems trained on this data might penalise the minority whose
behavioural tendencies are not what the program was optimised to reward. If we’re
not careful, learning algorithms will generalise, based on the majority culture, leading
to a high error rate for minority groups*’. Such decisions might discourage those
who could bring diversity, creativity and unique talents and those who have different
experiences, interests and motivations®.

A British student judged by a US essay correction software would be penalised for their
spelling mistakes. Local language, changes in spelling and accent, local geography and
culture would always be tricky for systems that are designed and trained for another
country and another context.

Some teachers penalise phrases common to a class or region, either consciously or
because of biased social associations. If an essay-grading software trains on essays
graded by these teachers, it will replicate the same bias.

Machine learning systems need a target variable and proxies for which to optimise. Let
us say high-school test scores were taken as the proxy for academic excellence. The
system will now train exclusively to boost patterns that are consistent with students
who do well under the stress and narrowed contexts of exam halls. Such systems will
boost test scores, and not knowledge, when recommending resources and practice
exercises to students. While this might also be true in many of today’s classrooms, the
traditional approach at least makes it possible to express multiple goals®.

Adaptive learning systems suggest resources to students that will remedy a lack of
skill or knowledge. If these resources need to be bought or require home internet
connection, then it is not fair to those students who don’t have the means to follow the
recommendations: “When an algorithm suggests hints, next steps, or resources to a student,
we have to check whether the help-giving is unfair because one group systematically does not get
useful help which is discriminatory“®.

The concept of personalising education according to a student’s current knowledge
level and tastes might in itself constitute a bias'. Aren’t we also stopping this student
from exploring new interests and alternatives? Wouldn’t this make him or her one-

dimensional and reduce overall skills,knowledge and access to opportunities?
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“‘Data and algorithmic bias in the web’” by jennychamux is licenced under CC BY 2.0. To view a copy of this licence,

visit https://creativecommons.org/licenses/by/2.0/Iref=openverse.

What can the teacher do to reduce the effects of AIED biases?

Researchers are constantly proposing and analysing different ways to reduce bias. But not all
methods are easy to implement — fairness goes deeper than mitigating bias.

For example, if existing data is full of stereotypes — “do we have an obligation to question the
data and to design our systems to conform to some notion of equitable behaviour, regardless of whether
or not that’s supported by the data currently available to us?“#. Methods are always in tension and
opposition with each other and some interventions to reduce one kind of bias can introduce
another bias!

So, what can the teacher do?

Question the seller — before subscribing to an AIED system, ask what type of datasets
were used to train it, where, by and for whom was it conceived and designed, and how
was it evaluated.

2. Don’t swallow the metrics when you invest in an AIED system. An overall accuracy of,
say, five percent, might hide the fact that a model performs badly for a minority
group®.

3. Look at the documentation — what measures, if any, have been taken to detect and

counter bias and enforce fairness"?
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4.

Find out about the developers — are they solely computer science experts or were
educational researchers and teachers involved? Is the system based solely on machine
learning or were learning theory and practices integrated®?

Give preference to transparent and open learner models which allow you to override
decisions®, many AIED models have flexible designs whereby the teacher and student
can monitor the system, ask for explanations or ignore the machine’s decisions.
Examine the product’s accessibility. Can everyone access it equally, regardless of
ability"?

Watch out for the effects of using a technology, both long-term and short-term, on

students, and be ready to offer assistance when necessary.

Despite the problems of Al-based technology, we can be optimistic about the future of AIED:

With increased awareness of these topics, methods to detect and correct bias are being
researched and trialled;

Rule-based and data-based systems can uncover hidden biases in existing educational
practices. Exposed thus, these biases can then be dealt with;

With the potential for customisation in Al systems, many aspects of education could
be tailored. Resources could become more responsive to students’ knowledge and
experience. Perhaps they could integrate local communities and cultural assets, and

meet specific local needs®.

"Ethical guidelines on the use of artificial intelligence and data in teaching and learning for

educators, European Commission, October 2022.

*U.S. Department of Education, Office of Educational Technology, Artificial Intelligence and

Future of Teaching and Learning: Insights and Recommendations, Washington, DC, 2023.

3Kelleher, ].D, Tierney, B, Data Science, MIT Press, London, 2018.

4Barocas, S., Hardt, M., Narayanan, A., Fairness and machine learning Limitations and
Opportunities, MIT Press, 2023.

’Milano, S., Taddeo, M., Floridi, L., Recommender systems and their ethical challenges, Al &
Soc 35, 957967, 2020.
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PART IV

PERSONALISING LEARNING

Did Youtube ever show you a video on a topic you might have spoken about to someone, or
read something on a related topic but without having searched for it in Youtube? Yet, there it is,
in the list of videos recommended for you.

Perhaps Youtube highlighted a previously unknown topic, one to which you are now hooked?

How is it that the video platform seems to know you better than some friends know you?

How does it select videos that will interest you, among the 8oo million videos it hosts?

Is it possible to use the software’s skills of personalisation to help learners learn better?

What is the common thread behind Youtube and Netflix, Amazon product recommendations, Google

News, Facebook-friend suggestion and your classroom?

Read on...
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A Note on Personalisation

Personalising Learning

Every teacher personalises learning — if only
by adding an additional example or giving
individual attention where called for. In a
sense, teaching itself is an act of
personalisation, as opposed to, say, a
televised lesson. Teachers change their
lessons so students can make sense of what
they learn. They help students to fit the new
knowledge or skill with what they already
know, their personal observances and social
experiences. They help learners make what

they can out of what they learn.

For an education to be
meaningful it needs to be
personal

TRAINING TOOLS FOR CURRICULUM DEVELOPMENT :
PERSONALIZED LEARNING, INTERNATIONAL BUREAU
OF EDUCATION

Personalised learning is about creating different learning environments and experiences for

students’ needs, capabilities and cultural contexts’. Of course, the scope and degree of

personalisation vary. Experts have identified six dimensions of personalisation — the why, how,

what, when, who and where learning takes place®.
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www.penmendonca.com @MendoncaPen, Reproduced with

permission from Technology-enhanced personalised learning:

untangling the evidence, Stuttgart: Robert Bosch Stiftung, 2018.

One-to-one tutoring is the epitome of
personalisation. In the 1960s, Benjamin
Bloom showed that the average student
performs better with individual tutoring. He
also showed that individual attention closes
the learning gap between the high and low
scorers. In the real classroom, even with ten
students, customising content to benefit each
student can demand a lot of effort. True
personalisation is practically impossible.
Even where the teacher knows a student has
gaps in learning they might be unable to
remedy it due to time constraints. Thus, the
system constantly loses students, even with

the best effort of teachers.
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This is where technology can lend a hand.

Technology—enhanced personalised learning

Technology can be used to customise the learning process. Here, technology includes anything
from mobile apps and online platforms to stand-alone learning systems®. This is more effective
now that artificial intelligence, access to data, mining techniques, cloud computing and
affordable hardware have made applications seamless and practical.

Well-designed technology can do more than just help you to overcome the stumbling blocks
shown above. When integrated with traditional classes, either as homework or occasional
classwork, it could help learners acquire and practice a routine skill. Such technology can
increase time spent in the classroom for interaction, personal attention and problem solving.
Further, you can monitor what happens during homework — watch how far students have

progressed and where they are struggling.
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Sometimes, for parts of a lesson, software might do a better job.
Think of visualising three dimensions in maths, pronunciation
practice in alanguage class — or an animation explaining the processes
inside a human cell.

All Al solutions for education can be used to different degrees to
help personalise learning. In this chapter, we discuss the use of

adaptive learning systems.

Groff, J., Personalized Learning: The State of the Field & Future Directions,

Center for Curriculum Redesign, 2017.

? Holmes, W., Anastopoulou, S., Schaumburg, H & Mavrikis, M., Technology-enhanced
personalised learning: untangling the evidence, Stuttgart: Robert Bosch Stiftung, 2018.

3 Feldstein, M., Hill, P., Personalized Learning: What It Really Is and Why It Really
Matters, Educause Review, 2016.

*Taylor, D., Yeung, M., Bashet, A.Z., Personalized and Adaptive Learning, Innovative Learning
Environments in STEM Higher Education pp 17-34, Springer Briefs in Statistics, 2021.
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2l.

Adaptive Learning Systems

Let’s say that your students are working on problems from a question bank. Imagine there is a
person sitting next to each. They watch the steps followed by the student as they arrive at the
solution.

Is the student struggling with a concept?

Do they seem to have a misconception?

Perhaps they are upset and could use a little encouragement?

The tutor gives a hint, points out what they are missing.

It can also happen that the student finds the problem too easy and is getting bored. In this
case, the tutor assigns another, more challenging problem.

The tutor may even inspire questions and make the student reflect on their own performance.
All this while keeping you informed of the student progress.

Intelligent tutoring systems (ITS) are
designed to mimic the role of this tutor.
They are a type of adaptive learning systems
(ALS) that guide an individual student
through each step of a solution. They give
hints and feedback as needed. Because of
this, ITS are more suitable for subjects like
maths where problems and solutions are
clearly defined®. But recent ITS have taken

on other subjects too.

Adaptive systems and learnin
“Diary of a teaching machine” by [ Ed ] is licenced under P J g

CC BY-NC-SA 2.0. To view a copy of this licence, visit

Adaptive learning occurs when digital tools
https://creativecommons.org/licenses/by-nc-sa/

and systems create individual learning paths
2.0/ref=openverse. o )

— the sequence of activities executed in order
to learn a given content or skill. The learning

paths depend on each individual’s strengths, weaknesses and pace of learning>*.
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The idea of a machine adapting to a student goes back to the 1g950s. With the recent advent of
technology, the possibilities are now endless. These adaptive learning systems can be used for

different purposes — solving problems, learning concepts and/or for assessing the student.
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Many adaptive learning systems are now on the market. There are also authoring tools that help
you create an ALS without any knowledge of coding. While creating an ALS might take a lot
of time and resources, the teacher need not change lesson plans or style to fit it with lessons.
Whatever be their type and form, the technologies used to create ALS vary a lot — not all
systems are equal!

While choosing a system, you have to see how adaptive it is, what part of learning it
personalises and whether it allows customisation by the teacher. Apart from that, there are
important practical questions such as what equipment is required, how much does it cost and

whether training is included in the cost.

Types of adaptive learning systems

Intelligent tutoring systems (see above) are personalised and interactive. They evaluate learning
in real time. On the micro level, they adapt feedback when the student is solving a problem. On
the macro level, they decide what problem to show next — much like Youtube recommending
what video to watch next. Simple tutoring systems use decision trees for rules on what feedback
to give. Other systems go beyond pre determined rules and use machine learning to tailor their

behaviour”.
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Adaptive learning systems can go beyond
tutoring. Exploratory learning systems, for
example, let students explore a learning

environment and choose what interests

based

everything in the form of a game. When a

them. Game systems package
student masters one level, they move to the
next.

all ALS should

support the learner until they can carry out

Whatever the type,

a task independentlyé. They should incite
reasoning and support decision making.
They should also be able to explain their
decisions to the teacher and student.

When it comes to choosing and using

ALS, or even deciding whether or not to use

AI FOR TEACHERS

Makes
mistake 2

Show Hint 1

Next
problem,
same
difficulty

“Diary of a teaching machine” by [ Ed ] is licenced under
CC BY-NC-SA 2.0. To view a copy of this licence, visit

https://creativecommons.org/licenses/by-nc-sa/

2.0/ref=openverse.

one, experts advise to always start with the learning®. Ask what student need is to be addressed?
Which tool fits this job? How will different students be supported differently’? Studies show that these

systems do not have a significant impact on student learning when used for short periods of

time. The effectiveness increased when used for one full school year or longer”. If you decide to

use one, be prepared to support students on guiding their own learning. Be patient and be ready

to experiment, fail and retry™”.

'Groft, J., Personalized Learning : The state of the field and future directions, Center for curriculum

redesign, 2017.
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*Holmes, W., Anastopoulou S., Schaumburg, H & Mavrikis, M., Technology-enhanced
personalised learning: untangling the evidence, Stuttgart: Robert Bosch Stiftung, 2018.

3Taylor, D., Yeung, M., Bashet, A.Z., Personalized and Adaptive Learning, Innovative Learning
Environments in STEM Higher Education pp 1734, SpringerBriefs in Statistics, 202r1.

4Becker, S. et al, NMC Horizon Report: 2018 Higher Education Edition, Educause, 2018.

I Feldstein, M., Hill, P., Personalized Learning: What It Really Is and Why It Really Matters,
Educause Review, 2016.

6 Wood, D., Bruner, J., Ross, G., The role of tutoring in problem solving, The Journal of Child
Psychology and Psychiatry, 1976.

7 Alkhatlan, A., Kalita, ].K., Intelligent Tutoring Systems: A Comprehensive Historical Survey with

Recent Developments, International Journal of Computer Applications 181(43):1-20, 2019.
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AT Speak: How Youtube Learns You,
part 1

Models and Recommendation

ACTIVITY

JOHN DOE'S CREDIT CARD

TRANSACTIONS
PLACE OF AMOUNT IN
DATE MERCHANT/ PRODUCT

X¥ZFOOD STORE MANTES 250

THE BABY SHOP MANTES 400

1o/09/2022 ORANGE WIFI ONLINE 90

THE PIZZA MAGAZINE SUBSCRIPTION OMNLINE s
18/09/z022 NETFLIX SUBSCRIPTION ONLINE 170
TERRA MADRE RESTAURANT LYON 80

17/09/2022 APPSTORE APPLE ONLINE 25
AlR FRANCE ONLINE 1500

16/09/2022 SNCF TRAIN TICKETS ONLINE 100

TOM HARRY'S CREDIT
CARD TRANSACTIONS

PLACE OF AMOUNT IN
MERCHANT/ PRODUC
DATE MERCHANT/ PRODUCT PURCHASE

‘ 19/09/2022 CHORDE MUSIC SCHOOL CANTEEN NANTES ‘ &
‘ 18/09/2022 ‘ ‘ ‘

CHORDE MUSIC SCHOOL CANTEEN NANTES &

17/09/2022 NEIGHEOURHOOD SUPERMARKET NANTES 19

250

16/09/2022 MCDONALD'S NANTES 9

‘ LOVELY MUSIC STORE ‘ NANTES

These are the credit card transactions of John Doe and Tom Harry, two men living in Nantes, France. They are
looking for things to do this weekend. What will you recommend to them?

List to choose from:

1. The new Burger King outlet

101



COLIN DE LA HIGUERA AND JOTSNA IYER

-

2. An olive oil tasting event
3. An online luggage store
4. A river-side concert

Baby swimming class

Recommendation systems have been around at least as long as tourist guides and top-ten lists.
While The Guardian Best Books of 2022 recommends the same list to everyone, you would likely
adapt it when choosing for yourself — pick a few and change the order of reading based on your
personal preferences.

How to recommend options for strangers? In the activity above, you probably tried to imagine
their personalities based on the given information: you made judgements and applied
stereotypes. Then, once you had an idea of their type, you chose from the list things that could
(or not) be relevant to them. Recommenders such as Amazon, Netflix and Youtube follow a
similar process.

Nowadays, whenever someone is searching for information or looking to discover online
content, they use some kind of personalised recommender system””. The main function of
Youtube is to suggest to its users what to watch amongst all the videos available on the platform.
For signed-in users, it uses their past activity to create a model, or a personality type. Once it
has a model for John, it can see who else has models similar to his. It then recommends to John

videos similar to what he has watched and those similar to what others like him have watched.

What is a model?

Models can be used to mimic anything from users to videos to lessons a child has to learn. A

model is a simplified representation of the world, so a machine can pretend to understand it:

@ One or more interactive elements has been excluded from this version of the text. You can view

them online here: https://pressbooks.pub/aiforteachers/?p=335#0embed-1

How Youtube learns who you are

All recommendation problems involve asking a surrogate question: “What to recommend” is too
general and vague for an algorithm. Netflix asked developers what will be the rating user A
would give video B, considering their ratings for other videos. Youtube asks what the watch
time would be for a given user in a particular context. The choice of what to ask — and predict
— has a big impact on what recommendation is shown?. The idea is that the correct prediction
will lead to a good recommendation. The prediction itself is based on other users with a history

of similar tastes*. That is, users whose models are similar.
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User models

Youtube splits the task of recommendation into two parts and uses different models for each’.
We, however, will stick to a simpler explanation here.

For creating a user model, its developers have to ask, what data is relevant to video
recommendation. What about what the user has watched before? What about their reviews,
ratings, and explicit preferences thus far? What did they search for? Youtube uses signals that
are more implicit than explicit, since the latter are more readily available®. Did a user just
click a video or did they watch it? If yes, for how long? How did the user react to previous
recommendations’? Which ones were ignored? Apart from direct answers to these questions,
demographic information such as gender, language, region and type of device are of great value
when the user is new or not signed in’.

Once a model is available for each user, we can compare users and use that information for

recommendations.

Video Models

We could also use videos that are both similar to and different from one another. Youtube looks
at the information it has on a particular video — its title and description, video quality, how
many people have watched it (view count), liked it, favoured it, commented on it or shared it,

the time since it was uploaded and the number of users subscribed to the parent channel’.

@ One or more interactive elements has been excluded from this version of the text. You can view

them online here: https://pressbooks.pub/aiforteachers/?p=335#0embed-2

What a user watches next will also depend on whether one video is an episode within a series
or an item in a playlist. If a user is discovering a new artist, he or she might move from the most
popular songs to smaller niches. Also, a user might not click on a video whose thumbnail image
is poor quality™. All of this information goes into the model too.

One of the building blocks of the recommendation system is to go from one video to a list
of related videos. In this context, we define related videos as those that a user is likely to watch

next?. The goal is to squeeze the most value out of data to make better recommendations*.

"Davidson, J., Liebald, B., Liu, J., Nandy, P., Vleet, T., The Youtube Video Recommendation
System, Proceedings of the 4th ACM Conference on Recommender Systems, Barcelona,
2010.

2 Spinelli, L., and Crovella, M., How YouTube Leads Privacy-Seeking Users Away from Reliable
Information, In Adjunct Publication of the 28th ACM Conference on User Modeling,
Adaptation and Personalization (UMAP 20 Adjunct), Association for Computing
Machinery, New York, 244—251, 2020.

103



COLIN DE LA HIGUERA AND JOTSNA IYER

3 Covington, P., Adams, ., Sargin, E., Deep neural networks for Youtube Recommendations,
Proceedings of the 1oth ACM Conference on Recommender Systems, ACM, New York,
2016.

*Konstan, J., Terveen, L., Human-centered recommender systems: Origins, advances, challenges, and

opportunities, Al Magazine, 42(3), 31-42, 2021.
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RSe

AT Speak: How Youtube Learns You,
part 2

The Process

Across Google, deep neural networks are now being used for machine learning®. Based on the
video model, Youtube’s neural network takes videos similar to the ones already watched by the
user. Then it tries to predict the watch time of each new video for a given user model, and ranks
them based on the prediction. The idea is then to show the 10 to 20 videos (depending on the
device) with top rankings.

The process is similar to the machine learning model we studied earlier. First, the machine
takes features from user and video models given by the programmer. It learns from training data
what weight to give each feature to predict watch-time correctly. And then, once tested and

found to be working, it can start predicting and recommending.

A Machine Leavns

Qata Ffeatuves ML Prediction
A\cjovﬁ'lq\m

Training

During training, millions of both positive and negative examples are given to the system. A
positive example is when a user clicked on a video and watched for a certain time. A negative

example is when the user did not click on the video or did not watch for long®.
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The network takes in the user features and video features discussed under the models section
of How Youtube Learns You Part 1. It adjusts the importance given to each input feature by
checking whether it predicted correctly the watch time for a given video and user.

There are approximately one billion parameters (weight of each feature) to be learned on
hundreds of billions of examples®. The network might also learn to disregard certain features
and will give it zero importance. Thus, the embedding, or the model the algorithm creates, can

be very different from that envisioned by the developers.

Testing

Once the network has been trained, it is tested on already available data and adjusted. Apart
from accuracy of prediction, the output of the system has to be tuned by the programmer, based
on several value judgements. Showing videos that are too similar to already watched videos will
not be very engaging. What does it really
mean for a recommendation to be good? How

many similar videos to show and how much

diversity to introduce — both with respect to
the other videos and with respect to the user
history. How many of the user’s interests to Tvawn Teot Use
cover!? What type of recommendations lead

to immediate satisfaction and which lead to

long-term use™? These are all important questions to consider.

After this testing, real-time evaluation of the recommendations is done. The total watch time
per set of predicted videos is measured®. The longer a user spends watching the recommended
set of videos, the more successful the model is considered to be. Note that just looking at
how many videos were clicked is not sufficient grounds for evaluation. Youtube evaluates
its recommenders based on how many recommended videos were watched for a substantial
portion of the video, session length, time until first long watch and the fraction of logged-in

. . I
users with recommendations’.

The interface

We will now explore how the recommendations are presented to the viewer. How many videos
should be shown? Should the best recommendations be presented all at once, or should some be
saved for later®? How should thumbnails and video titles be displayed? What other information
should be shown? What settings can the user control’? Answers to these questions determine

how Youtube manages to keep two billion users hooked.

'Davidson, J., Liebald, B., Liu, J., Nandy, P., Vleet, T., The Youtube Video Recommendation
System, Proceedings of the 4th ACM Conference on Recommender Systems, Barcelona,

20I0.
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* Covington, P., Adams, ]., Sargin, E., Deep neural networks for Youtube Recommendations,
Proceedings of the 1oth ACM Conference on Recommender Systems, ACM, New York,
2016.

3Konstan, J., Terveen, L., Human-centered recommender systems: Origins, advances, challenges, and
opportunities, Al Magazine, 42(3), 31-42, 2021.

4 Spinelli, L., and Crovella, M., How YouTube Leads Privacy-Seeking Users Away from Reliable
Information, In Adjunct Publication of the 28th ACM Conference on User Modeling,
Adaptation and Personalization (UMAP ’20 Adjunct), Association for Computing
Machinery, New York, 244—251, 2020.
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R4

AI-Speak: How Adaptive Systems
Learn the Learner, part 1

When looking at an adaptive learning

An AdaQ‘\‘iVQ LQ.OW\\V\% Tool @ Y system, it is very hard to tell where it adapts”.

can adagt | or wove = '_‘ What technology is used and what it is used
aspects ok \QQV‘V\\V\3 P @l===»"  for also changes across systems.

However, all adaptive learning systems

know who they teach (knowledge about the

e D ; | i [
oes it adapt learning learner), what they teach (knowledge about

The geq\Aence O'F learning activities? The the domain), and how to teach (knowledge

CII'FFICHH')’ level and 'l')’Pe O’FOC‘HVH‘ieS? about pedagogy)z‘
e Does it adapt |t—_——_— within an activity? Hints An ideal ALS adapts itself in multiple
0 ways. In the outer loop, the sequence of

and quidance 0 -by- ¢
learning activities is adapted — similar to

e Does it adap-}.%e learning approafh?
* Does it adapt %‘% ? The leve| of

Youtube adapting recommended list of
5 videos. The outer loop might also personalise
questions and problems with or without learning approaches and difficulty levels.

changing the learning path? In the inner loop, within each activity, the
ALS monitors step-by-step progress. It

adapts feedback and hints to correct

misconceptions, if any. It might also point to additional content if the student has a problem
remembering a previously learnt concept. Some experts argue that the inner loop is best left to
the instructor: not only is it costly and time-consuming to program all the rules for the specific
subject and task, but the teacher’s knowledge and experience will always trump that of the

machine3.

How adaptive systems learn the learner

Like all recommendation problems (See How Youtube Learns You Part 1), ALS splits the task
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into one or more surrogate questions that can be answered by the machine. Again, the choice
of what to ask -and thus, what to predict, has a big impact on what recommendation is shown.

Marketing material often mention multiple goals — improved scores, employability and
engagement. Given the proprietary nature of the systems, it is usually unclear what questions
are coded into the systems, what goals are being optimised for, and how short-term goals are
differentiated from long-term goals (example, mastery of a given content before progressing to
the next level)*.

Where machine learning is used, regardless of the goals chosen, the prediction itself is based
on other learners with similar skill levels and preferences. That is, learners whose models are

similar.

The learner model

For creating a student model, developers ask what student characteristics are relevant to the
learning process. Unlike teachers who can directly observe their students and adjust their
approach, machines are limited to the data that can be collected and processed by them.

Typical characteristics considered in a student model:

» What does the student know — their knowledge level, skills and misconceptionss’z’é.
These are usually inferred through assessments, for example, the answer a student
submits for a maths problem’. This prior knowledge is then compared with what they
will need to know at the end of the learning period.

* How does a student prefer to learn: the learning process and preferences5’6. For
example, the number of times a student attempts a question before getting it correct,
the types of resources consulted, the ratings they gave for an activity', or the material
that engaged them most — images, audio or text®>. ALSs may also record when and how
skills were learned and which pedagogies worked best®.

* [s the student feeling motivated: feelings and emotions can be recorded directly by the
student or extracted indirectly from speech, facial expressions, eye tracking, body
language, physiological signals, or combinations thereof. This information can then be
used to nudge the student out of negative states such as boredom or frustration that
inhibit learning, into positive states such as engagement or enjoyment”.

» What about cognitive aspects like memory, attention, problem solving skills, decision-
making capability, analysis of situations and critical thinking’?

e How do they communicate and collaborate’? For example, do they post comments on
other students’ feed and how do they discuss with others to solve problems"?

* What about meta-cognitive skills such as self-regulation, self-explanation, self-
assessment and self-management’, help-seeking, being aware of and being able to
control their own thinking? For example, how they select their learning goals, use

prior knowledge or intentionally choose problem-solving strategies’.
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While this data changes and has to be recorded and updated, models also contain static
characteristics such as age, gender, mother tongue and email identity”.

Most of the ALSs create learner models based on interactions with students. Some also glean
info from other sites, especially social media. Once a model is available for each learner, the
machine calculates which students are similar to one another and estimate the probability that

a given student will benefit from an activity, example or question®.
The domain model

We can draw a loose parallel between
learning objects in an ALS and videos on

? \1 Youtube. A subject can be broken down into

concepts and skills; these are called

ooo
|

ooo
|

ooo

= knowledge units (KUs) and are what the

learner needs to know?. Each KU has a set of

s T = =1 learning objects through which content can
g% D% D% | be learned, and a set of activities to assess

O

Cooen learning. Some authors further break down
eavnin

3 ‘% \ ‘%
oog
I
ooog
I
ooag
I
\'4

‘ Ascesoments Mastery of U ) ) . ) .
objects learning objects into learning activities; we

do not do this here.

Learning objects can be text to read, a video, a set of problems, interactive activities (from
simple fill-in-the-blanks to scenario-based learning activities), interactive animation, etc." The
learning objects give what the learner needs to know, and the assessment activities indicate if
the knowledge has been acquired®. The domain model contains all the features of the learning
objects, including the associated KU and assessment.

What a learner learns next will also depend on the inter-relationships between the KUs.

These KUs need to go into the model too: learning objects A and B might both be pre-
requisites for learning object D. Thus, A and B have to be mastered before D. There is order
amongst some KUs that tell us how we learn®. Conversely, if the student solves correctly a
problem that corresponds to D, it would be a good bet that he or she mastered A and B too.

Subject-matter experts can provide some of these relationships. The other inferences can be
learnt by the machine, which can predict the probability that a KU has been mastered. This
mastery involves the system knowing that the learner has mastered A and B, given that he
answered questions under D. It can then use this information, along with other features of

learner and domain models, to recommend learning pathways and learning objects.
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Other features of learning objects could include the activity’s level of difficulty, its popularity
and its ratings. The goal here, as in the case of Youtube recommendation, is to squeeze out as

much information as possible from the data available available.

"EdSurge, Decoding Adaptive, Pearson, London, 2016.

? Alkhatlan, A., Kalita, ].K., Intelligent Tutoring Systems: A Comprehensive Historical Survey with
Recent Developments, International Journal of Computer Applications 181(43):1-20, March
2019.

3Essa, A.,A possible future for next generation adaptive learning systems, Smart Learning
Environments, 3, 16, 2016.

4Bulger M., Personalised Learning: The Conversations We're Not Having, Data & Society Working
Paper, 2016.

3 Chrysafiadi, K., Virvou, M., Student modeling approaches: A literature review for the last decade,
Expert Systems with Applications, Elsevier, 2013.

6 Groff, J., Personalized Learning: The state of the field and future directions, Center for curriculum
redesign, 2017.

7 du Boulay, B., Poulovasillis, A., Holmes, W., Mavrikis, M., Artificial Intelligence And Big Data
Technologies To Close The Achievement Gap, In: Luckin, Rose ed. Enhancing Learning and
Teaching with Technology. London: UCL Institute of Education Press, pp. 256—28, 2018.
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AI-Speak: How Adaptive Systems
Learn the Learner, part 2

The Process

In recent years, machine learning is increasingly being used in adaptive systems, either as the
sole technology or in conjunction with other approaches®. Where used, the principal role of ML
is in creating and updating student models, based on a set of features, including results from
assessments and new data generated in the process’.

For the outer loop, models are created with the help of training data, by assigning suitable
weights —these are features that help recommend effective learning content®. (Also refer to how
machine learning works.). These models are used to regularly recommend new learning paths
that reflect student progress and changing interests — like new recommendations in Youtube. In

ML-based ALS, the number of pathways can run to trillions?.

A Machine Leavns

5 A o
=vw¢5rns£mvme avmummgm
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featuves ML Peediction
A\rjorﬁ'hw\

In the inside loop, machine learning is used to give suitable feedback, spot errors, infer gaps in
knowledge and assess mastery of knowledge units: While working on one activity, a student
might make errors. ML can be used to predict what errors rise from which knowledge gap. If
one step of the solution is correct, ML can be used to predict which knowledge units have

been mastered successfully®.
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Other techniques used in adaptive systems involve less automation and more
explicitly written rules for making inferences®.

They demand a lot of programming time and extra effort to accurately capture all the criteria
that go into decision-making. Further, the results cannot often be generalised from one domain
to the next, or from one problem to the next.

Tools that use ML use large sets of data on actual student performance and are able, over
time, to create the most dynamic learning paths for students’. As in all ML applications, there is

training and testing to be done before being put to use in classrooms.

John

Adaptive Sequence
Mary and john are
classmates. They are
learning triangles.

What happens behind
the algorithms

Interactive content @® @ onlineclass @® @ onlineclass

After reading a PDF about

triangles Mary and John will
answer I:IIJESitDI'I S
® ® Exercises

Controlled envirenment . .

The tool "reads" every click Mary
and John make, and collects

infarmation continuously. i t 0 0 i i

Exercises

? g
UH-OH! ® @® Results ® @ Results
It seems it is easier to Mary than
itis for John, The tool analyzes N
what both students did on the B ot yet

1
platform. You got it! I_my
Let’s move on! something gi?farantl

Personalized path . @ Lesson . i) Lesson
Mary will learn spatial geometry
nowy. John will take a step back A

and revisit a lesson about
basic shapes. ' . .— —.

Image from EdSurge, Decoding Adaptive, Pearson, London, 2016 licenced under CC BY 4.0. To view a copy of

this licence, visit https://creativecommons.org/licenses/by/4.0/
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Pedagogical model

In the case of Youtube, we saw there are a lot of value judgements on what makes a good
recommendation — such as how many user interests need to be covered in one set of
recommendations, how many videos should be similar to already watched ones, how much
new content to add for diversity (see How Youtube learns you, part 2). ALS involves similar
judgements on what it means to master a KU and how to get to that mastery: the pedagogy and
daily experience of the learner®.

In the case of ALS, these judgements and guidance on how a learner is to progress should be
based on proven pedagogical theories. These go into the pedagogical model, and, along with the
domain and learner models, help the machine to choose an appropriate set of activities.

Some of the questions answered in this model are: should the student next be presented with
a concept, an activity or a test!? At what level of difficulty? How do they evaluate the learning and
provide feedback? Where is more scaffolding necessary’? (Scaffolds are support mechanisms
that give guidance on concepts and procedure, the strategy used and how to reflect, plan and
monitor learning.) The pedagogical model dictates the breadth and depth of activities — and

even whether to continue within the ALS or get help from the teacher?.

Here is an example Here is an example
of content scaffolding of content scaffolding
in math: in literacy:

Activity to match pictures to the shor
vowel sounds of A1, and O,

e Question 1

Solve for x in this equation

4x-7=5

‘L Feedback

Feedback
Q- ekt o O

Image from EdSurge, Decoding Adaptive, Pearson, London, 2016 licenced under CC BY 4.0. To view a copy of this

licence, visit https://creativecommons.org/licenses/by/ 4.0/
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The interface

The recommendations are presented along with other data such as learner progress,

performance and goals. The key questions here are:

e How will content be delivered?

¢ How much content will be recommended in one go?
e What is assigned directly and what is recommended?
* What are the supporting resources?

 [sit possible to provide group activities?

e How much autonomy should be permitted?

e Can students change their preferences?

e (Can teachers change the learning pathways?

e What data is shown to the teachers?

e Are the teachers in the loop?

Evaluation

When the ALS is put to use, most systems monitor their own performance against criteria set
by the programmer. Like in any Al tool, data might be biased. Inferences drawn by the system
can be imprecise. The student’s past data will become less relevant with time®. Therefore,
the teacher also has to monitor the system’s performance and provide learner guidance and
corrective measures where necessary.

Teachers and peers also have to provide inspiration and reveal alternative resources. research
in recommendation systems was shaped by commercial content providers and online retail
companies for over a decade. Thus, the focus has been on providing recommendations that
produce results that can be promoted. “The surprising delight of an unexpected gem”” and the
allure of roads less travelled, can inspire enduring learning. Unfortunately, these are not the

strong points of machine-based personalised learning.

"EdSurge, Decoding Adaptive, Pearson, London, 2016.

% Chrysafiadi, K., Virvou, M., Student modeling approaches: A literature review for the last decade,
Expert Systems with Applications, Elsevier, 2013.

3Essa, A.,A possible future for next generation adaptive learning systems, Smart Learning
Environments, 3, 16, 2016.

4 Groft, J., Personalized Learning: The state of the field and future directions, Center for curriculum
redesign, 2017.

J Alkhatlan, A., Kalita, J.K., Intelligent Tutoring Systems: A Comprehensive Historical Survey with
Recent Developments, International Journal of Computer Applications 181(43):1-20, March
2019.

6 du Boulay, B., Poulovasillis, A., Holmes, W., Mavrikis, M., Artificial Intelligence And Big Data
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Technologies To Close The Achievement Gap, In: Luckin, Rose ed. Enhancing Learning and
Teaching with Technology. London: UCL Institute of Education Press, pp. 256—28, 2018.
7Konstan, J., Terveen, L., Human-centered recommender systems: Origins, advances, challenges, and

opportunities, Al Magazine, 42(3), 31-42, 2021.
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The Flip Side of ALS: Some
Paradigms to take note of

Despite the promised potential of adaptive learning systems, many questions remain
unanswered. There is not yet enough research or documentation of classroom practices that

help broach these issues:

* Recommendation systems are used for suggesting movies to Netflix users. They help
consumers home in on the right choice of, say Audio Speakers on Amazon. But can
they actually improve learning outcomes for each student in the classroom"?

* Does focussing all the time on performance and individualisation affect a student’s
psychological well being®?

* Individualisation demands a lot of discipline and self-regulation from a student. They
have to start working by themselves and continue working till they finish all assigned
activities. Are all students able to do this without help®?

e How do we balance individualisation with social learning opportunities??

* How do we go from using ALS as a support for a single topic, to using these systems
systematically, across topics and subjects?? What about the curriculum change that will
be required for such an incorporation of adaptivity3?

e What about the required infras